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Abstract

We consider the d-dimensional massless free field localized by a δ-pinning of strength ε. We
study the asymptotics of the variance of the field (when d = 2), and of the decay-rate of its 2-point
function (when d ≥ 2), as ε goes to zero, for general Gaussian interactions. Physically speaking, we
thus rigorously obtain the critical behavior of the transverse and longitudinal correlation lengths
of the corresponding d + 1-dimensional effective interface model in a non-mean-field regime. We
also describe the set of pinned sites at small ε, for a broad class of d-dimensional massless models.

1 Introduction

The behavior of a two-dimensional interface at phase transitions has been much studied in the physics
literature, especially regarding some models of wetting. The latter problem arises when one considers
an interface above an attractive wall. Then there is a competition between attraction by the wall and
repulsion due to the decrease of entropy for interfaces close to it. Often, tuning some external param-
eter (the temperature, or the strength of the attraction), two behaviors are possible: either energy
wins, and the interface stays localized along the wall, or entropy wins, and the interface is repelled at a
distance from the wall diverging as the size of the system grows. The corresponding transition is called
wetting transition. Usually in Nature this transition is first-order, which means here that the average
height of the interface above the wall stays uniformly bounded as the parameter approaches the critical
value from the localized phase, and makes a jump “to infinity” (in the thermodynamic limit) at the
transition. There are however cases when this transition is second-order (the two-dimensional Ising
model is a nice theoretical example, but this behavior can also be observed in real systems); this is
the so-called critical wetting. In this case, the average height of the interface diverges continuously as
the critical value is approached. It is then of interest to characterize this divergence. We refer to [11]
for references to the (non-rigorous) results which have been obtained.

Unfortunately, very little is known rigorously about the behavior of two-dimensional interfaces at
a critical wetting transition, even for simple effective interface models. There are some results on part
of the so-called “mean-field” regime [10, 19], but nothing concerning the more interesting ones.

In the present work, we study the critical behavior of a d-dimensional interface localized by a
δ-pinning (defined below). The main focus will be on the most difficult and physically most relevant
two-dimensional case, but the other cases will also be discussed. Though this problem is clearly simpler
than the wetting transition, it has the advantage of being non-mean-field, while being rigorously
tractable; we make some additional comments on the wetting problem at the end of Section 2.

Let Λ b Zd. We consider the following class of massless gradient models in Λ, with 0-boundary
conditions described by the following probability measures on RZ

d
(δ0 is the point mass at 0):

µΛ (dφ) def=
1
ZΛ

exp

[
−β

2

∑
x,y

p (x− y)V (φx − φy)

]∏
x∈Λ

dφx
∏
x 6∈Λ

δ0 (dφx) , (1.1)

where V is an even and convex function, and β > 0. We assume that p(x) = p(−x) ≥ 0,
∑

x∈Zd p(x) =
1, for any x ∈ Zd there exists a path 0 ≡ x0, x1, . . . , xn ≡ x such that p(xk − xk−1) > 0, k = 1, . . . , n,
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and at least ∑
x∈Z2

p(x) |x|2+δ <∞ (1.2)

for some δ > 0.
We denote by µ?Λ the (Gaussian) measure corresponding to the particular choice V (x) = 1

2x
2. A ?

superscript will always be used for quadratic interactions.
It is well-known that for d = 2 these measures describe a random field with unbounded fluctuations

as Λ↗ Z
d, diverging logarithmically with the size of Λ if the limit is taken along a sequence of cubes,

say, while for d ≥ 3 the variance stays bounded. For the Gaussian case this follows from the well
known random walk representation of the covariances

µ?Λ (φxφy) =
1
β

Ex

Tout
Λ∑
n=0

I (Xn = y)

 , (1.3)

where (Xn) is a random walk, starting at x under Px, with transition probabilities Px (X1 = y) =
p (y − x), Tout

Λ is the first exit time from Λ, and I (·) denotes the indicator function of a set. A two-
dimensional symmetric random walk satisfying (1.2) is recurrent, and so for d = 2 the divergence of
the variances as Λ ↗ Z

2 follows. In higher dimensions, random walks are transient, and therefore,
the variance stays bounded. Notice however, that even in two dimensions, a random walk satisfying∑

x p(x) |x|2−δ =∞ for some δ > 0 is transient.
For more general convex interaction functions V, the corresponding results follow by an application

of the Brascamp-Lieb inequality (see [4]).
It turns out, however, that the addition of an arbitrarily weak self-potential breaking the continuous

symmetry of the Hamiltonian, φ → φ + c, c ∈ R, is enough to localize the field. More precisely, if a
and b are two strictly positive real numbers, then we perturb the measures by modifying them with a
“square well” potential:

µa,bΛ ( · ) def=
µΛ

(
· exp[b

∑
x∈Λ I (|φx| ≤ a)]

)
µΛ

(
exp[b

∑
x∈Λ I (|φx| ≤ a)]

) . (1.4)

Another type of pinning, mathematically slightly more convenient, has also been investigated, the so-
called δ-pinning. It corresponds to the weak limit of the above measures when a→ 0 and 2a(eb−1) = ε,
for some ε > 0, and has the following representation:

µεΛ(dφ) =
1
ZεΛ

exp

[
−β

2

∑
x,y

p(x− y)V (φx − φy)

] ∏
x∈Λ

(dφx + εδ0(dφx))
∏
x 6∈Λ

δ0(dφx). (1.5)

The most natural question in two dimensions is if a thermodynamic limit as Λ↗ Z
2 of these measures

exists. The answer is most probably “yes”, but we cannot prove this, except in the Gaussian case
with δ−pinning (Proposition 2.1 below). A somewhat simpler question is whether the variance stays
bounded uniformly in Λ. This was shown for µa,bΛ in the Gaussian nearest neighbor case in [9], and
was finally proved in [8] much more generally, assuming only V ′′ ≥ const. > 0. Moreover, it was
shown in [16] that the covariances µεΛ (φxφy) decay exponentially in |x− y| , uniformly in Λ, provided
0 < const. ≤ V ′′ ≤ const. < ∞ (see also [2] for the Gaussian nearest neighbor case). The discussion
in [16] is restricted to the δ-pinning case, but it could probably be extended to the square well case
at least for quadratic interactions.

The aim of the present paper is to obtain a precise description of the behavior of the variance of
the field (or equivalently, in a more physical terminology, of the transverse correlation length) and of
the rate of decay of the covariance (or of the longitudinal correlation length), as one approaches the
depinning transition, i.e. as the strength ε of the pinning potential goes to zero. The latter question
is also of interest for d ≥ 3. For the Gaussian δ-pinning case, we determine exactly the divergence of
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the variance for d = 2 (Theorem 2.2) as a function of the pinning parameter ε, and the ε-dependence
of the mass for d ≥ 2, including the correct power of the logarithmic correction for d = 2 to the power
law dependence in ε (Theorem 2.3).

There are two main ingredients to our approach. By a simple expansion like expanding the product∏
x∈Λ in (1.5), we obtain a representation of the random field as a mixture of free measures (1.1).

The mixture is given in terms of the distribution of pinned sites. For the δ-pinning case, this is
particularly simple. µεΛ generates a law on subsets A ⊂ Λ, the set of sites where the random field

is 0 inside Λ. Conditioned on this set, the field is then just the free field (1.1) on Ac
def= Λ\A with

0-boundary conditions on
(
Z
d\Λ

)
∪ A. It is therefore crucial to have information on the distribution

of pinned sites, which we denote by νεΛ (see the precise definition in (2.3)). The main result on this
problem is a domination property of this distribution by Bernoulli measures from above and below.
The difficulty in dimension two (in contrast with the situation in higher dimensions) is that, strictly
speaking, there is no sharp domination, i.e. with the same ε behaviour from above and below, but,
surprisingly, correlations can be estimated as if there were such a domination. This is the content of
Theorem 2.4 which is proved for general convex interactions.

The main results on the depinning properties (Theorem 2.2 and Theorem 2.3) are however proved
for the Gaussian δ-pinning case only. The restriction to the Gaussian case is mainly due to the fact
that we need precise information on the behavior of various objects appearing in the random walk
representations (1.3), like estimates of Green functions and ranges of the random walk. One might
hope that with the help of the Helffer-Sjöstrand representation (see [7]) which gives a representation
similar to (1.3) also for the case of convex, even interactions, this could be extended. However, this
random walk representation is a much more complicated object and the precise information we need
is not available in this case, yet.

The restriction to the δ-pinning case, which is made here mainly for technical convenience, is more
innocuous and could probably be much relaxed by replacing the simple expansion of products by the
more sophisticated Brydges-Fröhlich-Spencer random walk representation, see [5] (not to be mixed up
with the Helffer-Sjöstrand representation).

The critical behavior of the 2-point correlation function has also been obtained in a mean-field
regime, mentioned at the beginning of the introduction, in [10], see also [19]. We briefly describe the
setting and the result in order to show the difference with the regime studied here. The measure
considered in [10] is

µUΛ(dφ) def=
1
ZUΛ

∏
〈xy〉

e−
1
2 (φx−φy)2 ∏

x∈Λ

e−U(φx)
∏
x∈Λ

dφx
∏
y 6∈Λ

δ0(dφy) ,

where 〈xy〉 denotes nearest-neighbor sites, and

U(x) = −c(e−
x2

2q2 − 1) .

Then, provided1 K log(1+c−1) <
√
q for some sufficiently large constant K and 0 < c ≤ 1, it is proved

that
µU (φx φy) ≤ K log(q/

√
c)e−D

√
c
q
|x−y|

,

with the constant D → 1 if c is fixed and q → ∞. The heuristics behind this result is rather clear.
Under the above assumption, the quadratic approximation U(x) = c

2q2 x
2 holds over a huge range of

values of x. Over this range of values the measure µU behaves like a massive Gaussian model with
mass m =

√
c/q, and therefore, provided the interface stays mostly there, the exponential decay should

be given by this mass. The main part of the proof in [10, 19] was then to show perturbatively that
indeed the interface remains essentially all the time in this range.

1It is emphasized in [10] that this condition is actually too strong and that the result should be true under the weaker
condition that K log(1 + c−1) < q, which characterizes the mean-field regime.
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The δ-pinning corresponds to an opposite regime, where instead of having a very wide and shallow
potential well, one has a very narrow and deep one. It is far less clear a priori what the behavior of
the correlation lengths should be in this case, since the latter cannot be read from the self-potential.

The paper is organized as follows: In the next section we state precisely the results. In Section
3, we prove the main domination results. Section 4 proves the results on the variance, and 5 for
the covariance. In Appendix A, we prove the existence of the mass in the Gaussian case. We will
also need precise results about standard random walks, and the number of points visited by random
walks. Some of these properties are standard, but others are more delicate. We collect what we need
in Appendix B and Appendix C. To complete the picture, we shortly sketch the one-dimensional
situation in Appendix D but only in the nearest neighbor case p(±1) = 1/2 which is easily reduced to
standard renewal theory.

Acknowledgments: We thank François Dunlop for several very interesting discussions on the
physical aspects of these questions, as well as for encouraging us to look at the problem investigated
in the present paper. We also thank Pietro Caputo for interesting discussions. Y.V. gratefully ac-
knowledges the warm hospitality of the Institute for Mathematics of Zürich University and of the
Department of Industrial Engineering of the Technion, where part of this work was done. Y.V. is
supported by a Swiss National Science Foundation Grant #8220-056599. E.B. is supported by SNSF
Grant #20-55648.98.

2 Results

The basic assumption is that the (symmetric) transition kernel (p(x))x∈Zd is irreducible and satisfies
(1.2). Only in Theorem 2.3 we need a stronger assumption. We write X0, X1, X2, . . . for a random
walk with these transition probabilities, and Px for the corresponding law for a walk starting in x.
With X[0,n] we denote the set of points visited by the walk up to time n, and by

∣∣X[0,n]

∣∣ the number
of points visited. If p(0) = 0, then remark that the interface model is not changed if we replace p by
its half, putting p(0) = 1/2, and doubling β. We can therefore as well assume that p is aperiodic, and
especially that for any x ∈ Z2, pn(x) > 0 for large enough n, where pn is the n-fold convolution of p.

We denote by C or C ′, C ′′ generic constants, not necessarily the same at different occurrences,
which may depend on p and the dimension d, but on nothing else, unless explicitly stated.

Our first result complements estimates obtained in [2, 8] where it was shown for d = 2 that provided
V ′′ ≥ c > 0 and p( · ) satisfies (1.2), there exists a constant C > 0 (depending on p only) such that,
for small enough e

def= 2a
√
βc(eb − 1) > 0,

sup
Λ
µa,bΛ (φ2

0) ≤ C
(

1
cβ
|log e|+ a2

)
.

We are going to show that this upper bound indeed corresponds to the correct behavior. Let Q be
the covariance matrix of p: Q(i, j) def=

∑
x∈Zd xixj p(x).

Theorem 2.1 Assume d = 2 and let V be an even C2 function with 0 ≤ V ′′(x) ≤ c for all x. Then
in the square well pinning case, there exists a constant C > 0 (depending only on p) such that for any

e = e (a, b, β) def= 2a
√
βc
(

eb − 1
)

small enough and provided a2 ≤ (8βcπ detQ)−1| log e|,

lim inf
Λ↗Z2

µa,bΛ

(
φ2

0

)
≥ C

cβ
|log e| .

This remains true for δ-pinning with e = ε
√
βc (and a = 0).
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Our next two results are for the Gaussian (i.e. V (x) = x2/2) case and δ-pinning. For this case
there is a simple proof of the existence of a thermodynamic limit.

Proposition 2.1 The thermodynamic limit

µ?,ε
def= lim

Λ↗Zd
µ?,εΛ

exists in all dimensions and is translation invariant. The limit is defined in terms of limits of integrals
over bounded local functions.

Proof. This is an immediate consequence of the corresponding property for the law of the pinned
sites, given in Lemma 2.1 below.

Our main result on the behavior of the variance in the Gaussian case is the following

Theorem 2.2 Assume d = 2. There exists ε0 > 0 and C > 0 such that for all ε and β satisfying
0 < ε

√
β < ε0 ∣∣∣∣∣µ?,ε (φ2

0

)
−
∣∣log

(√
βε
)∣∣

2πβ
√

detQ

∣∣∣∣∣ ≤ C log
∣∣∣log

(√
βε
)∣∣∣

The second quantity we are interested in is the decay-rate of the covariance (i.e. the mass). This
is of interest also in the higher-dimensional case. It is defined, for x on the unit sphere x ∈ Sd−1 def={
x ∈ Rd : ‖x‖2 = 1

}
as the limit

mε(x) = − lim
k→∞

1
k

logµε(φ0 φ[kx]), (2.1)

where [kx] is the integer part of kx, componentwise. The existence of this limit, in the Gaussian case,
is proved in Appendix A. The following theorem shows that in the Gaussian case mε ∼ ε1/2+o(1) as ε
goes to zero, provided the coupling p( · ) has an exponential moment.

Theorem 2.3 Consider the case of δ-pinning and Gaussian interaction, and assume that there exists
a > 0 such that ∑

x∈Zd
p(x) ea|x| <∞ . (2.2)

a) Assume d = 2. Then there exist ε0 > 0 and constants 0 < C1 ≤ C2 <∞ (depending only on p)
such that

C1

(√
βε
)1/2∣∣log(

√
βε)
∣∣3/4 ≤ mε(x) ≤ C2

(√
βε
)1/2∣∣log(

√
βε)
∣∣3/4

for all 0 < ε
√
β < ε0 and for any x ∈ S1.

b) Assume d ≥ 3. Then there exist ε0 > 0 and constants 0 < C1 < C2 < ∞ (depending only on p
and d) such that

C1(
√
βε)1/2 ≤ mε(x) ≤ C2(

√
βε)1/2

for all 0 < ε
√
β < β0 and for any x ∈ Sd−1.

Remark 2.1 1. The theorem gives much more than just the correct power law decay ε1/2 of the mass,
since it shows that there is no logarithmic corrections when d ≥ 3, while it provides the correct power
for the logarithmic correction when d = 2. The most precise results one might expect to hold in the
latter case would be

mε(x) =

(√
βε
)1/2∣∣log

√
βε
∣∣3/4ϕ (x) (1 + o(1)) ,
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where ϕ is a positive function on S1 which is bounded and bounded away from 0. Our techniques,
however, do not give so precise an information.

2. The assumption on the existence of an exponential moment is essentially optimal. Otherwise,
there is no positive mass. Indeed, it is easy to show that the decay of the covariance cannot be faster
than that of p( · ): In the random-walk representation of µε(φ0 φx), see (2.17), we get a lower bound by
letting the random-walk jump directly from 0 to x. Probably, this “one-jump” contribution gives the
leading order of the decay of correlations correctly, but we don’t have a proof.

Remark 2.2 The temperature parameter enters only in a trivial way. If we replace the field (φx) by(√
βφx

)
, and ε by

√
βε we have transformed the model to temperature parameter β = 1. In the proofs,

we will therefore always assume β = 1.

As remarked in the introduction, the mechanism at play is that the potential will randomly pin
some sites at height 0 or close to 0. The main point therefore is to find the properties of the distribution
of these pinned sites. Precise information about this distribution is used in essential ways in the
proofs of the previous theorems. Since these results are also interesting per se, and yield a better
understanding of the reason behind the behavior described above, we discuss them in some details,
and prove more than is needed for the proofs of Theorems 2.2 and 2.3. In particular, we do not restrict
to the Gaussian case.

Let us start by defining precisely what we mean by the set of pinned sites, and its distribution.
The starting point is the following expansion: For any bounded measurable function f ,

µa,bΛ (f) =
1

Za,bΛ

∫
f(φ)e−

β
2
∑
x,y p(x−y)V (φx−φy)

∏
x∈Λ

{
(eb − 1)I (|φx| ≤ a) + 1

}∏
x∈Λ

dφx
∏
x 6∈Λ

δ0(dφx)

=
∑
A⊂Λ

(eb − 1)|A|
ZaΛ(A)

Za,bΛ

µΛ (f | |φx| ≤ a, ∀x ∈ A) (2.3)

=
∑
A⊂Λ

νa,bΛ (A) µΛ (f | |φx| ≤ a, ∀x ∈ A) ,

where

νa,bΛ (A) def= (eb − 1)|A|
ZaΛ(A)

Za,bΛ

,

ZaΛ(A) def= ZΛµΛ (|φx| ≤ a, ∀x ∈ A) .

Therefore the effect of the potential can be seen as pinning, i.e. constraining to the interval [−a, a]
a random set of points, the pinned sites. The distribution of the latter is given by the probability
measure νa,bΛ . We’ll denote by A the corresponding random variable, taking values in the subsets of Λ.
A completely similar representation is obtained in the case of δ-pinning by just expanding the term∏
x∈Λ(dφx + εδ0(dφx)). The result reads

µεΛ(f) =
∑
A⊂Λ

νεΛ(A) µAc(f) , (2.4)

where Ac def= Λ \A and νεΛ(A) def= ε|A|ZAcZεΛ
.

The following lemma gives some basic properties of the distribution of pinned sites.

Lemma 2.1 Suppose that Griffiths’ inequalities (in the sense of [14]) hold for the measure µΛ. Then
1. νa,bΛ and νεΛ satisfy the lattice condition, i.e.

νa,bΛ (A ∪B) νa,bΛ (A ∩B) ≥ νa,bΛ (A) νa,bΛ (B) , (2.5)

for A,B ⊂ Λ, and similarly for νεΛ. In particular, these two measures are strong FKG, see [12].

2. νε def= limΛ↗Zd ν
ε
Λ exists and is translation invariant.
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Proof. Part 1. is very simple: In the square-well case (2.5) is equivalent to

µΛ

(
|φx| ≤ a, ∀x ∈ B \A

∣∣ |φy| ≤ a, ∀y ∈ A)
≥ µΛ

(
|φx| ≤ a, ∀x ∈ B \A

∣∣ |φy| ≤ a, ∀y ∈ A ∩B)
which follows from Griffiths’ inequality. The δ-pinning case is similar.

Part 2 is easy, too: For any local increasing function f (of the random set A) with support inside
Λ ⊂ Λ′ b Zd, one has

νεΛ(f) = νεΛ′(f |Λ′ \ Λ ⊂ A) ≥ νεΛ′(f) . (2.6)

Translation invariance is a simple consequence of this. Indeed, let x ∈ Zd and Txf = f( · −x). Denoting
by Λ+ (respectively Λ−) the biggest (respectively smallest) square box centered at x contained in
(respectively containing) Λ, we have

νεΛ+
(Txf) ≤ νεΛ(Txf) ≤ νεΛ−(Txf) ,

provided Λ is big enough. Taking the limit Λ ↗ Z
d and using the fact that νεΛ−(Txf) = νεT−xΛ−

(f),
and the corresponding statement for Λ+, we get νε(f) = νε(Txf) which implies the desired result.

Remark 2.3 1. Griffiths’ inequalities are known to hold in the Gaussian case, see [14].
2. Part 1. of the lemma is of course not specific to the cubic lattice. Griffiths’ inequality for µΛ

implies the strong FKG property for the distribution of pinned sites on an arbitrary lattice.

The following Theorem 2.4 is the key step for our analysis of the random fields. It states domination
properties of the field of pinned sites by Bernoulli measures and is a substantial improvement on the
results already present in [8, 16]. Although the main emphasis in this paper is on the case of the
(difficult) two-dimensional lattice, we include also the higher-dimensional case.

Let us first introduce some standard notions. If ν1 and ν2 are two probability measures on the
set of subsets {0, 1}Λ of a finite set Λ, we say that ν1 dominates ν2, if for any increasing function
f : P (Λ)→ R, we have

ν1 (f) ≥ ν2 (f) . (2.7)

We say that ν1 strongly dominates ν2, if for any x ∈ Λ and any subset C ⊂ Λ\ {x}

ν1 (x ∈ A |A \ {x} = C) ≥ ν2 (x ∈ A |A \ {x} = C) . (2.8)

It is evident that strong domination implies domination, and the latter implies that for any subset
B ⊂ Λ, one has

ν1 (A ∩B = ∅) ≤ ν2 (A ∩B = ∅) .

We formulate the next theorem for the square-well case only. We set

ε = εa,b
def= 2a

(
eb − 1

)
. (2.9)

The δ-pinning case follows either in an identical way, or by taking the limit as a→ 0, keeping ε fixed.

Theorem 2.4 Let V be an even C2 function.
1. Assume d ≥ 2 and suppose 0 ≤ V ′′(x) ≤ c, ∀x. Then there exists C < ∞, depending only on

p and d, such that for any Λ b Zd, the distribution νa,bΛ of pinned sites is strongly dominated by the

Bernoulli measure on {0, 1}Λ with density p′−
def= C (1 ∧ a−1)

√
βc ε (ε given by (2.9)). In particular,

for any B ⊂ Λ b Zd,
νa,bΛ (A ∩B = ∅) ≥ (1− p′−)|B|. (2.10)
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2. Assume d = 2 and suppose that V (x) = 1
2x

2. For any α > 0, there exist ε0 > 0 and C (α) <∞,
such that, for

√
βε ≤ ε0, any Λ b Z2 and any B ⊂ Λ b Z2 with d(B,Λc) > ε−α

νa,bΛ (A ∩B = ∅) ≥ (1− p−)|B|, (2.11)

with
p− = p− (α, ε) def= C (α) | log

√
βε|−1/2

√
βε. (2.12)

3. Assume d = 2 and suppose V ′′(x) ≥ c > 0, ∀x. There exist ε0 > 0 and C > 0 such that, for all
a, b > 0 with

√
βc ε ≤ ε0, 2a

√
βc ≤ | log

√
βc ε|1/2, and for any set B ⊂ Λ b Z2,

νa,bΛ (A ∩B = ∅) ≤ (1− p+)|B| , (2.13)

with
p+

def= C
∣∣∣log

√
βc ε

∣∣∣−1/2√
βc ε. (2.14)

4. For d ≥ 3 and V ′′(x) ≥ c > 0, there exists C > 0, depending only on p and d such that νa,bΛ

strongly dominates a Bernoulli measure with

p+
def= C

(
1 ∧ a−1

)√
βc ε (2.15)

All the statements remain true in the case of δ-pinning.

Remark 2.4 1. Part 3 of the theorem is stated for small enough ε and a only. An essentially identical
proof yields exponential decay of νa,bΛ (A ∩B = ∅) for any a, b > 0. The precise ε dependence given in
the theorem, however, is only valid for small values of ε.
2. We expect that part 2 could be generalized to more general convex interactions V , but a proof eludes
us.

The fact that for d ≥ 3, νa,bΛ can be strongly dominated from above and below by a Bernoulli
measure has been observed by Dima Ioffe (oral communication). That this is not true for d = 2 can
be seen as follows: It is easy to check that

νεΛ (A 3 x |y 6∈ A, ∀y 6= x s.t. |x− y| < T )

is decreasing to zero as T → ∞, Λ ↗ Z
2, since under this conditioning typical values of the field at

the sites neighboring x will be (at least) of order
√

log T . This excludes the possibility of any strong
domination of a Bernoulli measure, uniformly in Λ. This leaves open the possibility of a domination in
the sense of (2.7), which might be true; note however that the density of the corresponding Bernoulli
measure cannot be larger than ε| log ε|−1/2 by (2.14).

When d = 2, it is impossible to improve on (2.10) by replacing p′− by p−. Indeed, there is no
strong domination by a Bernoulli process with density o(ε), as the following argument shows: In the
case of δ-pinning,

νεΛ(A 3 0 |Λ \ {0} ⊂ A) =
(
1 + ε−1Z{0}

)−1
,

and therefore
νεΛ(A 3 0 |Λ \ {0} ⊂ A) ≥ Cε ,

which is incompatible with such a strong domination. In fact, even more is true: There is no domi-
nation, even in the sense of (2.7), by a Bernoulli measure of density o(ε). Indeed, it is not difficult to
show that the probability of the increasing event {A ⊃ B} is larger than

(Cε)|B| | log ε|−1 ,

for any connected set B ⊂ Λ. This shows in particular that there must be a gap between any upper
and lower dominations of νεΛ in dimension 2. In view of this, it is rather remarkable that as long as
we are only interested in covariances of the field, such a domination holds, as a consequence of the
estimates (2.11) and (2.13):
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Corollary 2.1 Assume the Gaussian δ-pinning case with β = 1 (which is no restriction, according
to Remark 2.2). There exists ε0 > 0 such that for 0 < ε ≤ ε0 the following is true. Let ρ+ be the
Bernoulli measure with density (2.14) or (2.15), and ρ− the Bernoulli measures with density p− (ε)
from (2.12) in the case d = 2, and p′− (ε) in the case d ≥ 3 , then for any x, y ∈ Zd,

µ?,ε(φx φy) ≥ ρ− (µ?Ac(φx φy)) ,

and
µ?,ε(φx φy) ≤ ρ+ (µ?Ac(φx φy)) .

Proof. We recall that the variance of the Gaussian field can be written as

µ?Λ(φx φy) = β−1
∑
n≥0

Px[Xn = y,Tout
Λ > n] , (2.16)

where Px is the law of the random walk in Zd, with transition probabilities p( · ), starting at x. Inserting
this in (2.4), we get

µ?,εΛ (φx φy) = β−1
∑
n≥0

νεΛ ⊗ Px[Xn = y,Tout
Ac > n] . (2.17)

(Remember that Dc = Λ \D.) Taking the expectation w.r.t. νεΛ inside, we get

µ?,εΛ (φx φy) = β−1
∑
n≥0

Ex
[
I (Xn = y) I (Tout

Λ > n) νεΛ(A ∩X[0,n] = ∅)
]
.

The corollary then follows from an application of the estimates of Theorem 2.4.
Notice that Corollary 2.1 can also be stated in the two following ways:∑

n≥0

ρ− ⊗ Px[Xn = x,Tin
A > n] ≤ µ?,ε(φx φy) ≤

∑
n≥0

ρ+ ⊗ Px[Xn = y, Tin
A > n], (2.18)

where Tin
B

def= min {n ≥ 0 : Xn ∈ B}, and, setting p̃− equal to p− when d = 2 and p′− when d ≥ 3,∑
n≥0

Ex
[
I (Xn = y) (1− p̃−)|X[0,n]|

]
≤ µ?,ε(φx φy) ≤

∑
n≥0

Ex
[
I (Xn = y) (1− p+)|X[0,n]|

]
. (2.19)

The problem is therefore essentially reduced to the analysis of the asymptotics of the Green function
of the random walk with transition probabilities p( · ), in an annealed random environment of killing
obstacles distributed according to Bernoulli measures in the limit of vanishing density. Equivalently,
what we need is the asymptotics of the Green function of the “Wiener sausage”,∑

n≥0

Ex
[
I (Xn = y) e−s|X[0,n]|

]
,

as s→ 0.
Let us conclude by making some comments on open problems. First of all, one might wonder how

universal the asymptotic behavior we have found actually is. It would be very interesting to extend
the analysis to a more general class of interactions V . As remarked in the introduction, for even,
strictly convex, C2 interactions a representation of the covariance, similar to (2.16), also exists [7]. It
was used in particular to establish exponential decay of covariances for this class of interactions [16].
It is however much more complicated than the standard random walk: The jump-rates of the walk
are random, both in space and time; they are given by the state of an independent diffusion process
on RZ

d
which depends on the distribution of pinned sites. So, even though the distribution of pinned

sites can be treated in general (see Theorem 2.4), precise asymptotics in this situation are probably
hard to obtain.
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Finally, there is a natural extension of this problem, which is more closely related to the issue of
critical wetting discussed in the beginning of the paper: what happens in the presence of a hard-wall
condition? More precisely, one considers the measure

µa,b,+Λ
def= µa,bΛ ( · |φx ≥ 0, ∀x ∈ Zd) ,

or the corresponding measure with δ-pinning. In this case, attraction of the pinning potential competes
with entropic repulsion due to the conditioning, which makes this a much more difficult problem. Up
to now, the only rigorous results (in dimension larger than 1) concern the existence, or not, of a strictly
positive critical value εc such that for ε > εc the interface is pinned, while it is repelled for 0 < ε < εc.
It was shown in [3] that for quadratic interactions and dimensions 3 and higher, there is no such εc:
As in the pure pinning case, the interface is localized for arbitrarily weak pinning strength. On the
other hand, it was shown in [6] that in dimension 2 there exists such an εc; moreover it was shown in
the latter paper that this is true in any dimension if the interaction is Lipschitz. The results of these
two papers provide only information on the density of pinned sites, but give no local estimates. For
example, it is even an open problem whether in the localized regime the variance of the spin at the
origin is finite. To get much more, namely the critical behavior of such a quantity, seems therefore to
be quite a challenge.

3 Geometry of the pinned sites: Proof of Theorem 2.4

Note that it is enough to consider the case β = 1 and V ′′ ≤ 1, respectively V ′′ ≥ 1, in point 1,
respectively 3 and 4. Indeed, say in point 1, we can define Ṽ (x) = βV (x

/√
βc), and then, by an

obvious change of variables we see that

νa,bΛ,β,V = νa
√
βc,b

Λ,1,Ṽ
(3.1)

and by construction Ṽ ′′ ≤ 1.

3.1 Proof of point 1.

By simple algebraic manipulations, one can write, for any A ⊂ Λ \ {x},

νa,bΛ (A 63 x | A = A off x) =
{

1 + (eb − 1)
ZΛ(A ∪ {x})

ZΛ(A)

}−1

. (3.2)

We now need the following result, which we establish below,

ZΛ(A ∪ {x})
ZΛ(A)

≤ 2a
ZΛ\{x}(A)

ZΛ(A)
≤ 2a

√
1

2π
. (3.3)

Of course, we also have the trivial upper bound ZΛ(A∪{x})/ZΛ(A) ≤ 1, since the ratio can be written
as a conditional probability. This and (3.3) readily imply the claim, since

νa,bΛ (A 63 x | A = A off x) ≥
(
1 + C(1 ∧ a−1)ε

)−1 ≥ 1− C(1 ∧ a−1)ε .

Let us now prove (3.3). The first inequality follows from the fact that the maximum of the density
FΛ,A of φx under µΛ( · | |φz| ≤ a, ∀z ∈ A) is at φx = 0. Indeed, F ′Λ,A(t) is equal to

CΛ(A, t)
∑
y∈Λ

p(y − x)µΛ

(
V ′(φy − t)

∣∣ φx = t, |φz| ≤ a, ∀z ∈ A
)
−
∑
y 6∈Λ

p(y − x)V ′(t) ,
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where CΛ(A, t) > 0. Now, V ′(s) ≥ 0 for all s ≥ 0, and, for t ≥ 0,

µΛ

(
V ′(φy − t)

∣∣ φx = t, |φz| ≤ a, ∀z ∈ A
)

= µ−tΛ

(
V ′(φy)

∣∣ φx = 0, |φz + t| ≤ a, ∀z ∈ A
)

≤ µΛ

(
V ′(φy)

∣∣ φx = 0, |φz| ≤ (a− t) ∨ 0, ∀z ∈ A
)

= 0 ,

where µ−tΛ denotes the measure with boundary condition −t outside Λ. The inequality is a consequence
of FKG property, and the last equality follows from the fact that V ′ is odd. Since FΛ,A is even, the
claim is proven.

To prove the second inequality in (3.3), we write

ZΛ(A)
ZΛ\{x}(A)

= µΛ\{x}
(∫ ∞
−∞

exp
[
−
∑
y∈Z2

p(y − x)(V (φy − t)− V (φy))
]

dt
∣∣∣ |φz| ≤ a, ∀z ∈ A)

≥
∫ ∞
−∞

exp
[
−1

2

∑
y∈Z2

p(y − x)

× µΛ\{x}

(
V (φy − t) + V (φy + t)− 2V (φy)

∣∣∣ |φz| ≤ a, ∀z ∈ A)]dt
≥
∫ ∞
−∞

exp[−1
2 t

2] dt,

where the first inequality is a consequence of Jensen’s inequality and the symmetry of the measure
under φ→ −φ, and for the second inequality we used the assumption V ′′ ≤ 1.

3.2 Proof of point 2.

We assume d = 2 in this subsection. Let’s write B = {t1, . . . , t|B|}, and let B0
def= ∅, Bk = {t1, . . . , tk}.

Let also Ck = {x ∈ Λ | |x− tk| ≤ ε−(α∧1
3 )}. We write

νa,bΛ (A ∩B = ∅) =
|B|∏
k=1

νa,bΛ (A ∩Bk = ∅ |A ∩Bk−1 = ∅)

=
|B|∏
k=1

νa,bΛ (A 63 tk | A ∩Bk−1 = ∅) .

Now,

νa,bΛ (A 63 tk | A ∩Bk−1 = ∅) =

{
1 + (eb − 1)

∑
A63tk, A∩Bk−1=∅(e

b − 1)|A|ZΛ(A ∪ {tk})∑
A63tk, A∩Bk−1=∅(eb − 1)|A|ZΛ(A)

}−1

=

{
1 + (eb − 1)

νa,bΛ

(
I(A 63 tk) ZΛ(A∪{tk})

ZΛ(A)

∣∣ A ∩Bk−1 = ∅
)

νa,bΛ

(
A 63 tk

∣∣ A ∩Bk−1 = ∅
) }−1

.

Strong domination by Bernoulli measure from part 1 of the theorem shows that

νa,bΛ (A 63 tk | A ∩Bk−1 = ∅) ≥ 1/2 ,

provided ε is small enough. We are left with the numerator. We decompose it as follows:

νa,bΛ

(
I(A 63 tk)

ZΛ(A ∪ {tk})
ZΛ(A)

∣∣∣ A ∩Bk−1 = ∅
)

= νa,bΛ

(
I(A ∩ Ck = ∅) ZΛ(A ∪ {tk})

ZΛ(A)

∣∣∣ A ∩Bk−1 = ∅
)

+ νa,bΛ

(
I(A ∩ Ck 6= ∅, A 63 tk)

ZΛ(A ∪ {tk})
ZΛ(A)

∣∣∣ A ∩Bk−1 = ∅
)

(3.4)
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Let us first consider the second term. We already know, see (3.3), that ZΛ(A∪{tk})/ZΛ(A) ≤ 2a/
√

2π,
for all A 63 tk. Therefore applying again the domination result from part 1, this term is bounded from
above by

2a√
2π
νa,bΛ

(
A ∩ Ck 6= ∅

∣∣ A ∩Bk−1 = ∅
)

=
2a√
2π

(
1− νa,bΛ

(
A ∩ Ck = ∅

∣∣ A ∩Bk−1 = ∅
))

≤ 2a√
2π

(
1− (1− p−)|Ck|

)
= C 2a ε1/3.

Let us now examine the first term in (3.4). We prove below that

ZΛ(A ∪ {tk})
ZΛ(A)

= µΛ (|φtk | ≤ a | |φx| ≤ a, ∀x ∈ A) (3.5)

≤ µAc (|φtk | ≤ 2a) .

This then implies the following bound

ZΛ(A ∪ {tk})
ZΛ(A)

≤ C 2a | log ε|−1/2 ,

since2, under µAc with A ∩ Ck = ∅, φtk is a Gaussian random variable with 0 mean and variance
bounded from below by C| log ε|. Putting all this together, we get

Λ

(
A 63 tk

∣∣ A ∩Bk−1 = ∅
)
≥
{

1 + C | log ε|−1/2 ε+ C ε4/3
}−1
≥ e−C | log ε|−1/2 ε ,

and therefore
νa,bΛ (A ∩B = ∅) ≥ e−C | log ε|−1/2 ε |B| ≥

(
1− C | log ε|−1/2 ε

)|B|
.

It only remains to prove (3.5).

µΛ

(
|φtk | ≤ a

∣∣ |φx| ≤ a, ∀x ∈ A) = 1− 2µΛ

(
φtk > a

∣∣ |φx| ≤ a, ∀x ∈ A)
We use the FKG inequality, stating that the random field (φx)x∈Λ\A with boundary conditions
{φx = ηx : x ∈ A ∪ Λc} , depends monotonically on (ηx)x∈A∪Λc . Therefore, for |ηx| ≤ a, x ∈ A

µΛ

(
φtk > a

∣∣ φx = ηx, ∀x ∈ A
)
≥ µ∞

(
φtk > a

∣∣ φx = −a, ∀x ∈ A ∪ Λc
)

= µAc (φtk > 2a) =
1− µAc (|φtk | ≤ 2a)

2
.

This proves (3.5).

3.3 Proof of point 3.

We again have the assumption d = 2. The proof proceeds in three steps. First, we prove a statement
similar to that of Theorem 2.4, but valid only for sets B sufficiently “fat”. In the second step, we
use this result to show that with high probability there is a high density of pinned sites at a large
enough (ε-dependent) scale. Then, in the last step, we use this information to conclude the proof of
Theorem 2.4, part 3.

We need the following definition: Consider a partition of Z2 into cells by a grid of spacing l; the
set of all cells entirely contained in a subset (not necessarily finite) Λ ⊂ Z2 is denoted by Λ(l).

2This is the only place where we use the assumption that V is quadratic. We don’t know how to estimate the
probability density in the non-Gaussian case. Note that we only need to estimate it at zero, since the maximum is there.
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3.3.1 Step 1: Probability of clean fat sets

This step is a variant of the proofs given in [8, 16]. Here, however, we want to keep track of the
ε-dependence of the constants. We remind the reader that we assume β = 1, c= 1, and that ε = εa,b =
2a
(
eb − 1

)
.

Proposition 3.1 Let β = 1 and let V be an even, C2, function with V ′′(x) ≥ 1. There exist a
constants K > 0 and ε0 > 0 such that, for all ε ≤ ε0, and provided 2a ≤ | log ε|, the following holds.
For any set B ⊂ Λ b Z2 composed of cells of Λ(K|log ε|1/4 ε−1/2)

νa,bΛ (A ∩B = ∅) ≤ exp
[
−C |log ε|−1/2 ε |B|

]
.

This statement remains true in the case of δ-pinning.

Proof. We suppose first, for simplicity, that B is connected. The changes for the general case are
the same as those described in [16], and we’ll indicate their effects on our bounds at the end of the
proof.

Let B0 def= B, and define Bk+1 as the union of Bk and all its nearest neighboring cells in
Z

2(K |log ε| 1/4 ε−1/2); let k be the largest k for which Bk ⊂ Λ. We then write

νa,bΛ (A ∩B = ∅) ≤
k∑
k=0

νa,bΛ (A ∩Bk = ∅ |A ∩Bk+1 6= ∅) ,

and

νa,bΛ (A ∩Bk = ∅ |A ∩Bk+1 6= ∅) (3.6)

≤

 ∑
D⊂Bk

(eb − 1)|D| inf A∩Bk=∅
A∩Bk+1 6=∅

µΛ

(
|φx| ≤ a, ∀x ∈ D

∣∣ |φx| ≤ a, ∀x ∈ A)

−1

.

It was proved in [8], see the proof of Proposition 4.1, that

inf
A∩Bk=∅
A∩Bk+1 6=∅

µa,bΛ

(
|φx| ≤ a, ∀x ∈ D

∣∣ |φx| ≤ a, ∀x ∈ A) ≥ (C ( 2a√
|log ε|

∧ 1

))|D|

=

(
C

2a√
|log ε|

)|D|
,

for the class of sets D containing exactly one point in each cell of Bk. Therefore, summing only over
such D’s in (3.6) (notice that there are K2ε−1 |log ε|1/2 choices for which site is occupied in a given
cell), we get, choosing K2 = 2/C, (C from the formula above),

νa,bΛ (A ∩Bk = ∅ |A ∩Bk+1 6= ∅) ≤ exp
[
−C ′ |log ε|−1/2 ε

∣∣∣Bk
∣∣∣] .

From this we easily prove the claim for the one-component case, by summing over k. Indeed, we can
use the trivial estimate

∣∣Bk
∣∣ ≥ |B|+ kε−1 |log ε|1/2 .

To treat the case of multiple components, one proceeds as in the proof of Theorem 2 in [16]. The
idea is to grow simultaneously all components in a suitable way. This procedure only modifies the
value of the constant in the exponent, provided the components are all big enough. In our present
situation, this is enforced automatically as soon as ε is sufficiently small (the cells from which B is
built are growing when ε decreases).
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3.3.2 Step 2: Density of pinned sites at large scales

Our aim in this step is to show that any subset of Λ has the property that many of its points
are close to pinned sites. To do this, we need two partitions of Z2, first the one used in Step 1,
Z

2(K |log ε| 1/4 ε−1/2), and a second Z2(|log ε| ε−1/2). The cells of the latter are called “big”, and are
supposed to be built of cells from the finer partition (this might require some slight modification of
the size of the cells, but this is a trivial point). The actual choice of the size of the big cells is actually
not important. |log ε|α ε−1/2 for any α > 1/4 would do.

Given an arbitrary subset B ⊂ Λ, we write NB for the number of big cells containing sites of B.
If A ⊂ Λ is another subset, then we write NB(A) for the number of those cells containing sites of B
but no site of A or of Z2 \Λ. We shortly write NB = NB(A), when A is our standard random subset,
distributed according to νa,bΛ . Let ρ = |log ε|−2 ε |B|

/
2NB. We want to prove that

νa,bΛ (NB > ρNB) ≤ e−C |log ε|−1/2 ε |B| , (3.7)

provided ε is small enough (independently of B). Notice that

1
2 |log ε|−2 ε ≤ ρ ≤ 1

2 .

(3.7) is an easy consequence of Proposition 3.1. Indeed, we can apply the latter to get

νa,bΛ (NB > ρNB) ≤
NB∑

k>ρNB

(
NB

k

)
exp

[
−C |log ε|−1/2 ε kε−1 |log ε|2

]

=
NB∑

k>ρNB

(
NB

k

)
exp

[
−C |log ε|3/2 k

]

≤ inf
t≥0

{
e−tρNB

NB∑
k=0

(
NB

k

)
exp

[
(t− C |log ε|3/2 k

]}

= inf
t≥0

{
e−tρ

[
1 + exp

[
t− C |log ε|3/2

]]}NB
≤ exp{−1

2C |log ε|3/2 ρNB}

= exp
[
−1

4C |log ε|−1/2 ε |B|
]
.

3.3.3 Step 3: Arbitrary sets

Let now B be an arbitrary subset of Λ. By (3.7), we know that

νa,bΛ (A ∩B = ∅) ≤ νa,bΛ

(
A ∩B = ∅

∣∣∣∣NB <
1
2
|log ε|−2 ε |B|

)
+ exp

[
−C |log ε|−1/2 ε |B|

]
.

In order to finish the proof of the theorem, it remains to estimate the first summand on the right-hand
side. The idea is to essentially repeat the argument used in the proof of Proposition 3.1, using the
fact that there are already many pinned sites close to B. Let us therefore suppose, without loss of
generality, that {

A : A ∩B = ∅, NB(A) <
1
2
|log ε|−2 ε |B|

}
6= ∅
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(otherwise the conditional probability is simply 0 and there is nothing to prove). Then we have, as in
(3.6),

νa,bΛ

(
A ∩B = ∅

∣∣∣∣NB <
1
2
|log ε|−2 ε |B|

)
≤

{
inf
A

∑
D⊂B

(eb − 1)|D|µΛ

(
|φx| ≤ a, ∀x ∈ D

∣∣ |φx| ≤ a, ∀x ∈ A)}−1

≤

inf
A

∑
D⊂Bg(A)

(eb − 1)|D|µΛ

(
|φx| ≤ a, ∀x ∈ D

∣∣ |φx| ≤ a, ∀x ∈ A)

−1

where the infimum is taken over sets A with A∩B = ∅ and NB(A) < 1
2 |log ε|−2 ε |B| , and where Bg(A)

is the set of “good” points in B : those sharing a big box with at least one point from A or Z2 \ Λ.
It is easy to estimate the inner probability. Indeed, numbering the elements of D = {t1, . . . , t|D|}, we
can write

µΛ ( |φx| ≤ a,∀x ∈ D| |φx| ≤ a, ∀x ∈ A) =
|D|−1∏
k=1

µΛ

(∣∣φtk+1

∣∣ ≤ a∣∣ |φx| ≤ a, ∀x ∈ A ∪ {t1, . . . , tk})
≥
|D|−1∏
k=1

1
2

(
a

4µAc\{t1,...,tk}
(∣∣φtk+1

∣∣) ∧ 1
2

)

where the last inequality follows from Lemmas 5.4 and 5.5 of [8]. The expected value is easily estimated
using the random walk representation:

µAc\{t1,...,tk}
(∣∣φtk+1

∣∣) ≤√µAc\{t1,...,tk} (φ2
tk+1

)
≤
√
µ?Ac\{t1,...,tk}

(
φ2
tk+1

)
≤ C

√
|log ε|

where the second inequality follows from Brascamp-Lieb, and the last one follows from (B.3), since
the last probability is bounded by the Green function of the random walk killed as it hits the closest
site of A or of Z2 \ Λ located in the same cell as tk+1 (there is such a site since tk+1 ∈ Bg(A)).

Therefore,

µΛ ( |φx| ≤ a, ∀x ∈ D| |φx| ≤ a, ∀x ∈ A) ≥

(
C (2a ∧ 1)√
|log ε|

)|D|
.

This finally yields

νa,bΛ (A ∩B = ∅ |NB < 1
2 |log ε|−2 ε |B|) ≤

inf
A

∑
D⊂Bg

(
Dε√
|log ε|

)|D|
−1

≤ exp
[
−C |log ε|−1/2 ε inf

A
|Bg(A)|

]
.

The conclusion follows easily since

|Bg(A)| ≥ |B| − NB(A) |log ε|2 ε−1 ≥ |B| /2,

when NB(A) < 1
2 |log ε|−2 ε |B| .
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3.4 Proof of point 4.

We assume here d ≥ 3. The desired inequality follows from (3.2) and, using Lemmas 5.4 and 5.5 of [8],

ZΛ(A ∪ {x})
ZΛ(A)

= µΛ(|φx| ≤ a | |φy| ≤ a ∀y ∈ A) ≥ 1
2(

a

4µΛ(|φx|)
∧ 1

2)

≥ 1
2(

a

4
√
µ(|φx|2)

∧ 1
2) ≥ C ′3(2a ∧ 1) .

4 Asymptotics of the variance

4.1 Proof of Theorem 2.1

We start with δ-pinning. Let Λ be a square in Z2, centered at the origin, and with large enough
sidelength (the thermodynamic limit is taken at the end). Let

Be(0) def=
{
x ∈ Z2 : ‖x‖∞ ≤

1
2e−1/2 |log e|−1/4

}
.

Using (2.3), we get

µεΛ(φ2
0) =

∑
A⊂Λ

νεΛ(A) µAc(φ2
0)

≥ νεΛ(A ∩Be(0) = ∅) inf
A∩Be(0)=∅

µAc(φ2
0) .

By the inverse Brascamp-Lieb inequality [7], µAc(φ2
0) ≥ 1

cµ
?
Ac(φ

2
0) = 1

βcGAc(0, 0), where the last
quantity is the Green function for the simple random walk killed as it enters the set A. Clearly
GAc(0, 0) is minimum when A = Z

2 \Be(0). Moreover from part 1 of Theorem 2.4, we know that

νεΛ(A ∩Be(0) = ∅) ≥ 1− 2C |log e|−1/2 ,

and the conclusion follows.
The square-well potential is treated essentially in the same way. The only difference is that we use

the following bound, which is a consequence of FKG and Cauchy-Schwartz inequalities (see Section 5
of [8] for similar estimates)

µΛ(φ2
0 | |φx| ≤ a, ∀x ∈ A) = µΛ(φ2

0 I(φ0 ≥ 0) | |φx| ≤ a, ∀x ∈ A, φ0 ≥ 0)

≥ µΛ(φ2
0 I(φ0 ≥ 0) |φx = −a, ∀x ∈ A, φ0 ≥ 0)

≥ µAc((φ0 − a)2 I(φ0 ≥ a) |φ0 ≥ a)

≥ µAc((φ0 − a)2 I(φ0 ≥ a) |φ0 ≥ 0)

≥
(√

µAc(φ2
0)− a

)2

. (4.1)

We are now back to the previous case, since when A ∩Be(0) = ∅, our assumption on a implies that(√
µAc(φ2

0)− a
)2

≥ 1
2µAc(φ

2
0) .

4.2 Proof of the lower bound in Theorem 2.2

The proof is almost identical to that of Theorem 2.1 in the δ-pinning case. The only difference is
that in the Gaussian case we do not need the inverse Brascamp-Lieb inequality, and therefore we
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do not get the factor 1
c . Moreover, using part 2 of Theorem 2.4, we obtain the improved estimate

νεΛ(A ∩Be(0) = ∅) ≥ 1− 2C |log e|−1. Therefore, we get in this case

µ?,ε
(
φ2

0

)
≥
∣∣log

(√
βε
)∣∣

2πβ
√

detQ
− C log

∣∣∣log
(√

βε
)∣∣∣ ,

which proves the lower bound in Theorem 2.2.

4.3 Proof of the upper bound in Theorem 2.2

We apply Remark 2.2, and therefore assume β = 1. Using Corollary 2.1, we have

µ?,εΛ (φ2
0) ≤

∑
n≥0

ρ+ ⊗ P0[Xn = 0,Tout
Ac > n]

≤
n0∑
n=0

P0[Xn = 0] +
∑
n>n0

ρ+ ⊗ P0[Tout
Ac > n]

= Gn0(0, 0) +
∑
n>n0

E0[(1− p+)|X[0,n]|] (4.2)

where we choose n0 = n0(ε) = ε−1 |log ε|η, for some η > 0 to be chosen later. Then the n0-step Green
function in the right-hand side of the last equation has the following asymptotics, see (B.4),

Gn0(0, 0) = (2π
√

detQ)−1 |log ε|+O(log |log ε|) .

The claim will be proved if we show that the second term in (4.2) does not contribute more than
O(log |log ε|); we are actually going to check that it is even o(1) as ε goes to zero. Indeed, introducing
a small constant κ > 0, it can be estimated in the following way:∑

n>n0

E0[(1− p+)|X[0,n]|] ≤
∑
n>n0

(1− p+)κn/ logn +
∑
n>n0

P0[
∣∣X[0,n]

∣∣ ≤ κn/ log n] .

By Proposition C.2, we see that P0[
∣∣X[0,n]

∣∣ ≤ κn/ log n] ≤ n−2 provided κ is chosen small enough;
this shows that the last sum is o(1). To see that this is also true for the first one, we bound it as
follows (remember that n0 →∞ when ε→ 0):∑

n>n0

(1− p+)κn/ logn ≤
∑
n>n0

e−p+κn/ logn

≤
∫ ∞
n0−1

e−p+κx/ log x dx

≤
∫ ∞
n0/2

e−
1
2p+κ y dy

=
2
p+κ

e−
1
4p+κn0

which is o(1) by definition of p+ and n0, provided we take η sufficiently large (depending on κ).

5 Asymptotics of the mass: Proof of Theorem 2.3

We discuss the 2-dimensional case in details. The simpler higher-dimensional case follows exactly in
the same way by using Theorem 2.4 parts 1 and 4 instead of parts 2 and 3.

We consider x ∈ Z2 sufficiently far away from 0. We take Λ to be a finite box in Z2, and prove
the estimates when Λ is large enough, depending possibly on x. This then proves the estimates in the
thermodynamic limit. Remember that we assume here that (p (x))x∈Z2 has an exponential moment.
Furthermore, we assume that p is irreducible and aperiodic.
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Proof of the upper bound

We denote by E(n)
x,y the expectation for the random walk starting in x and conditioned on Xn = y,

provided the probability of the latter event is positive. Using (2.19), we have

µ?,ε (φ0φx) ≥
∑
n≥0

E0

(
exp

[
−Cε| log ε|−1/2

∣∣X[0,n]

∣∣] ; Xn = x
)

=
∞∑
n=0

pn(x)E0

(
exp

[
−Cε| log ε|−1/2

∣∣X[0,n]

∣∣]∣∣∣Xn = x
)

≥
∞∑
n=0

pn(x) exp
[
−Cε| log ε|−1/2E(n)

0,x

(∣∣X[0,n]

∣∣)]
≥ pm(x) exp

[
−Cε| log ε|−1/2E(m)

0,x

(∣∣X[0,m]

∣∣)] ,
where

m = m(|x| , ε) def=
[
|log ε|3/4 ε−1/2 |x|

]
.

We apply Proposition C.1, and use

pm(x) ≥ C

m
exp

[
−mI

( x
m

)]
≥ C

m
exp

[
−ρ |x|

2

m

]
,

for some positive ρ, see Proposition B.2. So we get

∞∑
n=0

E0

(
exp

[
−Cε| log ε|−1/2

∣∣X[0,n]

∣∣] ;Xn = x
)

≥ C ′′

|log ε|3/4 ε−1/2 |x|
exp

[
−ρ |log ε|−3/4 ε1/2 |x| − C ′ε| log ε|−1/2 |log ε|3/4 ε−1/2 |x|

log(|log ε|3/4 ε−1/2)

]
≥ exp

[
−C ′′′ |log ε|−3/4 ε1/2 |x|

]
for small enough ε > 0, and then large enough |x|. This proves the lower bound.

There is a trivial modification necessary for d ≥ 3 : We have to replace the use of Proposition C.1
by the completely trivial bound

∣∣X[0,n]

∣∣ ≤ n+ 1.

Proof of the lower bound

We start by proving that the logarithmic asymptotics for the 2-point function µ?,εΛ (φ0φx) are entirely
determined by the probability that the random walk reaches x before dying.

Lemma 5.1 1.
νε ⊗ P0[Tin

{x} < Tin
A] def= lim

Λ↗Z2
νεΛ ⊗ P0[Tin

{x} < Tout
Ac ]

exists for all x ∈ Zd.
2. For all x ∈ S1,

lim sup
k→∞

1
k

logµ?,ε(φ0φ[kx]) ≤ lim sup
k→∞

1
k

log νε ⊗ P0[Tin

{[kx]} < Tout
Ac ] ,

lim inf
k→∞

1
k

logµ?,ε(φ0φ[kx]) ≥ lim inf
k→∞

1
k

log νε ⊗ P0[Tin

{[kx]} < Tout
Ac ] .

(That these limits actually exist is proved in Appendix A.)
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Proof. 1. If Λ′ ⊂ Λ b Z2, FKG property of νεΛ implies νεΛ(A ∩D = ∅) ≥ νεΛ′(A ∩D = ∅) for any
set D, see (2.6). Therefore

νεΛ ⊗ P0[Tin

{x} < Tout

Λ\A] = E0[I
(

Tin

{x} < Tout
Λ

)
νεΛ(A ∩X[0,Tin

{x}]
= ∅)]

≥ E0[I
(

Tin

{x} < Tout
Λ′

)
νεΛ′(A ∩X[0,Tin

{x}]
= ∅)]

= νεΛ′ ⊗ P0[Tin

{x} < Tout

Λ′\A] ,

which proves the claim since the probabilities are bounded by 1.

2. Using the expansion (2.4), we can write

µ?,εΛ (φ0 φx) =
∑
n≥0

νεΛ ⊗ P0[Xn = x,X[0,n] ⊂ Ac]

=
∑
m≥0

∑
n≥0

∑
A⊂Λ

νεΛ(A) P0[Tin

{x} = m < Tout
Ac ] Px[Xn = x,X[0,n] ⊂ Ac]

=
∑
n≥0

∑
A⊂Λ

νεΛ(A) P0[Tin

{x} < Tout
Ac ] Px[Xn = x,X[0,n] ⊂ Ac]

=
∑
A⊂Λ

νεΛ(A) P0[Tin

{x} < Tout
Ac ] GAc(x, x)

=
∑
R≥0

∑
A⊂Λ

d∞(A,x)=R

νεΛ(A) P0[Tin

{x} < Tout
Ac ] GAc(x, x)

≤ νεΛ ⊗ P0[Tin

{x} < Tout
Ac ]

∑
R≥0

max
y:‖x−y‖∞=R

G
Z2\{y}(x, x)

× νεΛ ⊗ P0[d∞(A, x) = R |Tin

{x} < Tout
Ac ]

≤ νεΛ ⊗ P0[Tin

{x} < Tout
Ac ]

∑
R≥0

C logR νεΛ ⊗ P0[d∞(A, x) = R |Tin

{x} < Tout
Ac ] .

We therefore have to bound the conditional probability. This can be done as follows:

νεΛ ⊗ P0[d∞(A, x) = R |Tin

{x} < Tout
Ac ] ≤

νεΛ ⊗ P0[d∞(A, x) = R]
νεΛ ⊗ P0[Tin

{x} < Tout
Ac ]

∧ 1 ≤ e−C(ε)R2

e−C′(ε)|x|2
∧ 1 ,

where we used Theorem 2.4 to bound the numerator and the bound on the denominator follows from

νεΛ ⊗ P0[Tin

{x} < Tout
Ac ] ≥

∑
n≥0

E0[ I(Tin

{x} = n) (1− p−)|X[0,n]|] ≥ (1− p−)|x|
2
P0[Tin

{x} ≤ |x|
2 − 1] ,

and the local CLT. Therefore the sum over R is smaller than C(ε)(|x| log |x| + 1), which proves the
first claim.

To prove the second claim, notice that

µ?,εΛ (φ0 φx) =
∑
R≥0

∑
A⊂Λ

d∞(A,x)=R

νεΛ(A) P0[Tin

{x} < Tout
Ac ] GAc(x, x) ≥ νεΛ ⊗ P0[Tin

{x} < Tout
Ac ] ,

since GAc(x, x) ≥ 1 (one can restrict the sum over sets A not containing x, since otherwise the
probability of reaching x is 0).

Let ∆(ε) = ε−1/2| log ε|3/4. We consider a partition of Z2 into cells of width ∆(ε), and write, for
y ∈ Z2, By for the cell containing y, and By for the square composed of (2M +1)× (2M +1) cells with
middle-cell By, where M is a big integer to be chosen later. We introduce the following stopping-times



Critical behavior at depinning 20

• T0 = 0 ;

• Tk = min{n > Tk−1 : BXn ∩BXTl
= ∅ ∀l < k} (k ≥ 1) ;

• T ′k = min{n > Tk : Xn 6∈ BM∆(ε)(XTk)} (k ≥ 0),

where BM∆(ε)(y) is the ball of radius M∆(ε) and center y. Let also k = max{k ≥ 0 : Tk < Tin

Bx
},

and let c be some small constant to be chosen later. We then have (remember that p+ = Cε| log ε|−1/2)

νε ⊗ P0[Tin

{x} < Tin
A] ≤ E0

[
(1− p+)

|X
[0,Tin
{x}]
|]

≤ E0

[
(1− p+)

|X
[0,Tin
{x}]
|
I(k > c|x|/∆(ε))

]
+ P0

[
k ≤ c|x|/∆(ε)

]
By Proposition B.3, the last probability is bounded from above by e−C|x|, with C > 0 independent of
ε, provided c is chosen small enough; indeed the total number of cells visited is certainly smaller than
(2M + 1)2(k + 1). Let us now consider the first term. Clearly,

E0

[
(1− p+)

|X
[0,Tin
{x}]
|
I(k > c|x|/∆(ε))

]
≤ E0

[k−1∏
k=0

(1− p+)
|X[Tk,T

′
k

]| I(k ≥ c|x|/∆(ε))
]

≤ E0

[c|x|/∆(ε)∏
k=0

(1− p+)
|X[Tk,T

′
k

]|]
≤

{
E0

[
(1− p+)

|X
[0,Tout

BM∆(ε)(0)
]
|]}c|x|/∆(ε)

,

The conclusion follows, since the latter expectation can easily be bounded. Choosing some C1 > 0,
we split as follows:

E0

[
(1− p+)

|X
[0,Tout

BM∆(ε)(0)
]
|]
≤ e−p+C1/p+ + P0[Tout

BM∆(ε)(0) < M∆(ε)2]

+ P0[|X[0,M∆(ε)2]| ≤ C1/p+]

≤ 3/4 ,

We now choose first C1 such that the first summand is ≤ 1/4. Next, observe that by the invariance
principle for the random walk, we have

lim
M→∞

P0[Tout

BM∆(ε)(0) < M2∆(ε)2] = P0

[
σB1(0) < 1

]
,

where σ is the exit time of a Brownian motion with covariance Q, and therefore

lim
M→∞

P0[Tout

BM∆(ε)(0) < M∆(ε)2] = 0 ,

uniformly in ε ≤ 1/2, say. As M → ∞, also the third summand is converging to 0, uniformly in
ε ≤ 1/2, which follows from the law of large numbers for the range of the random-walk, see [17]
(notice that C2/p+ = C2C ∆d(ε)2/ log ∆d(ε)). Therefore, we can make the second and the third
summand ≤ 1/4 by choosing M appropriately.

Again, there is a trivial modification for d ≥ 3 : One chooses ∆(ε) = ε−1/2 and appeal to Theorem
T1.4.1 of [20] for the law of large number for the range of these transient random walks; remember
that p+ is now equal to Cε.
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A Existence of the mass

In this appendix, we prove existence of the limit in (2.1), in the case of Gaussian interactions and
δ-pinning. According to Lemma 5.1, the existence of the mass is a consequence of the following result.

Lemma A.1

lim
k→∞

− 1
k |x|

log νε ⊗ P0[Tin

{kx} < Tin
A] = sup

k
− 1
k |x|

log νε ⊗ P0[Tin

{kx} < Tin
A]

exists for all x ∈ Z2.

Proof. This follows from a standard subadditivity argument, since

νε ⊗ P0[Tin

{[(k+l)x]} < Tin
A] ≥ νε ⊗ P0[Tin

{[kx]} < T̃in

{[(k+l)x]} < Tin
A]

= E0[I
(

Tin

{[kx]} < T̃in

{[(k+l)x]} <∞
)
νε(A ∩X

[0,T̃in
{[(k+l)x]}]

= ∅)]

≥ E0[I
(

Tin

{[kx]} < T̃in

{[(k+l)x]} <∞
)
νε(A ∩X[0,Tin

{[kx]}]
= ∅)

× νε(A ∩X
[Tin
{[kx]},T̃

in
{[(k+l)x]}]

= ∅)]

= Cνε ⊗ P0[Tin

{[kx]} < Tin
A] νε ⊗ P0[Tin

{[lx]} < Tin
A] ,

where T̃in

{[(k+l)x]}
def= min{n > Tin

{[kx]} |Xn = [(k + l)x]}, and the inequality follows from the FKG
property. The constant C, which depends only on p, takes care of the possible discrepancy between
[(k + l)x] and [kx] + [lx].

B Some properties of random walks

We keep the assumptions on p made in the introduction. Especially, we always assume the existence
of a moment of order 2 + δ (1.2) and that the random walk is irreducible and aperiodic.

We always use C, C ′ for positive constants, not necessarily the same at different occurrences, which
may depend on p( · ) and d, but on nothing else.

B.1 Properties of Green functions for random walks in dimension 2

We denote by a(x) =
∑

n≥0(P0(Xn = 0)−P0(Xn = x)) the potential kernel associated to the random
walk.

For any B ⊂ Z2, GB(x, y) def= Ex[
∑Tout

B
n=0 I (Xn = y)] is the Green function of the random walk killed

as it exits B. For m ≥ 0, we write Gm(x, y) def= Ex[
∑m

n=0 I (Xn = y)] for the m-step Green function.
Let Q be the covariance matrix of p. We write ‖x‖Q =

√
(x,Q−1x), where (·, ·) is the inner product

in R2. Observe that there exist c′ > 0 and c′′ <∞ such that c′ |x| ≤ ‖x‖Q ≤ c′′ |x|.

Proposition B.1 1. There exists a constant K > 0 depending on p( · ) such that

lim
|x|→∞

[a(x)− (π
√

detQ)−1 log ‖x‖Q −K] = 0 . (B.1)

2.Let B be the box of radius R centered at the origin. Then, as R→∞,

GB(0, 0) = (π
√

detQ)−1 logR+O(1) . (B.2)

3. Let x ∈ Z2. Then, as |x| → ∞,

G
Z2\{x}(0, 0) = 2(π

√
detQ)−1 log |x|+O(1) . (B.3)
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4. As n→∞,
Gn(0, 0) = (2π

√
detQ)−1 log n+O(1) . (B.4)

5. Let B be the box of radius R centered at the origin, and let x ∈ B be such that |x| ≤ 1
2R. Then

there exist K3 > 0 and R0 > 0 such that, for all R ≥ R0,

Px[Tin

{0} ≤ Tout
B ] ≥ K3

logR
. (B.5)

Proof. (B.1) is proved in [13].
(B.2) follows from (B.1) by a standard argument, see [18]. The proof there is for the nearest

neighbor random walk only, but it can be easily adapted to cover the more general case considered
here.

(B.3) follows from (B.1) and P11.6 in [20].
(B.4) follows from a standard local limit theorem:

pn(0) =
1

2π
√

detQn
+O(n−1−ε) (B.6)

for some positive ε. Under the assumptions of the existence of a third moment, this is a standard Berry-
Esseen type estimate (with ε = 1/2). We don’t know of an exact reference under the assumption of a
(2 + δ)-moment only. The paper [15] treats the case of a one-dimensional random walk. The method
there can easily be adapted to prove (B.6) on the two-dimensional lattice.

Finally, (B.5) is proved in [18], Proposition 1.6.7, for the simple random walk. Again, the proof
can easily been adapted to cover the more general case.

B.2 Approximations for pn(x)

We will need some essentially well-known facts about pn(x) for large n and x, in case there exists
an exponential moment of p. For the convenience of the reader, we sketch the argument, which is
completely standard. The results in this subsection hold for general dimensions.

Proposition B.2 Assume ∑
x

p(x) ea|x| <∞

for some a > 0. Then there exists η > 0 such that for |x/n| < η,

pn(x) =

(
1

(2πn)d/2
√

detQ (x/n)
+O

(
1

n(d+1)/2

))
exp [−nI(x/n)] ,

where Q (ξ) , |ξ| < η, are d× d-matrices, depending analytically on ξ, and satisfying Q (0) = Q. I(ξ),
|ξ| < η, also depends analytically on ξ and satisfies I(0) = 0, ∇I(0) = 0, ∇2I(0) = Q−1.

Proof. We use the standard approximation of pn(x) by tilting the measure and applying a local
central limit theorem with error estimate. For λ ∈ Rd in a neighborhood of 0, we consider the tilted
measure

p(λ)(x) def=
p(x) exp (λ, x)

z (λ)
,

where z (λ) def=
∑

x p(x) exp (λ, x) . Clearly ∇ log z (0) = 0, and ∇2 log z(0) = Q. Therefore, the map-
ping λ → ∇ log z (λ) is an analytic diffeomorphism of a neighborhood of 0 to a neighborhood of 0,
leaving 0 fixed. Therefore, for any ξ in a neighborhood of 0 in Rd, there exists a unique λ(ξ) with
∇ log z (λ(ξ)) = ξ. Using this, we see that for |x| ≤ ηn, η > 0 small enough, we can write

pn(x) = exp [−nI(x/n)] p(λ(x/n))
n (x),
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where I(ξ) def= (λ(ξ), ξ)− log z (λ (ξ)) . Evidently, I(0) = 0, ∇I(0) = 0, and a simple computation yields
∇2I(0) = Q−1. Furthermore, p(λ(x/n)) has now mean exactly x/n and covariance matrix Q (x/n) ,
where Q (ξ) depends analytically in ξ and satisfies Q (0) = Q. Applying a local central limit theorem
with standard Berry-Esseen type error estimate we get∣∣∣∣∣p(λ(x/n))

n (x)− 1

(2πn)d/2
√

detQ (x/n)

∣∣∣∣∣ ≤ C

n(d+1)/2
.

Corollary B.1 Assume (2.2). There exist κ0 and K > 0 such that for κ ≥ κ0 and all x ∈ Zd with
|x| large enough,

P0[X[κ|x|] = x] ≥ e−K κ−1 |x| . (B.7)

Proof. Approximate I in Proposition B.2 by an appropriate quadratic function.

B.3 Crossing probabilities for thick shells

We start with some one-dimensional considerations. Let (Xi)i≥0 be a Z-valued random walk, where
the distribution of the jumps Xi −Xi−1 is distributed according to (q (x))x∈Z , where we assume that∑

x x q(x) = 0 and
∑

x exp [α |x|] q (x) < ∞ for some α > 0. We define the ladder-epochs and ladder
heights

τ0
def= 0, ξ0

def= 0,

τk+1
def= inf {n > τk : Xn ≥ ξk + 1} , ξk+1

def= Xτk+1
.

By the Markov property, the sequence (ξk − ξk−1)k≥1 is i.i.d.

Lemma B.1 a)
E0

(
exp

[
α′ξ1

])
<∞

for some α′ > 0.
b) Let K,n ∈ N, and define the intervals Ij

def= ((j−1)K, jK] ⊂ N. Let also ζ def= # {j ≤ n : ∃k, ξk ∈ Ij} .
Then for any 0 < s < 1

lim sup
K→∞

lim sup
n→∞

1
Kn

log P0 (ζ ≤ sn) < 0.

Proof. a) is well known. For the convenience of the reader we give a crude proof, sufficient for
our purpose.

P0 (ξ1 ≥ k) ≤ P0 (ξ1 ≥ k, τ1 ≤ exp [λk]) + P0 (τ1 > exp [λk])

≤ exp [λk] P0 (X1 ≥ k) +
C√

exp [λk]
≤ exp

[
−α′k

]
for some α′ > 0, by choosing λ > 0 appropriately, for large enough k.

b) Let σ def= min {j : ξj > Kn} . Then, by standard large deviation estimates,

P0 (σ > λKn) = P0 (ξλKn < Kn) ≤ exp [−CKn]

for Kn large enough, when λ is chosen appropriately (e.g. λ = 1/2E0ξ1). We consider the independent
differences ∆j

def= ξj − ξj−1. We have for 0 < s < 1 :

P0 (ζ ≤ sn, σ ≤ λKn) ≤ P0

(∑λKn

j=1

∆j

K
I (∆j > K) ≥ (1− s)n

)
≤ exp [−aK(1− s)n] {E0 (exp [a∆jI (∆j > K)])}λKn ,
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for any a > 0. According to a), we can choose a such that E0 (exp [a∆j ]) < ∞, and then, for any
δ > 0, we may choose K large enough, such that E0 (exp [a∆jI (∆j > K)]) ≤ 1 + δ, i.e.

P0 (ζ ≤ sn, σ ≤ λKn) ≤ exp [−aK(1− s)n+ δλKn] ≤ exp
[
−aK(1− s)n

2

]
,

if δ ≤ a(1− s)/2λ. This proves the claim.
We apply this now to our d-dimensional random walk, where we again assume the existence

of an exponential moment (2.2). Let Zd(K) be the division of Zd into square cells of side length
K, where we take {1, . . . ,K}d as one of the block. We further consider a big square Sn,K

def=
{−nK + 1,−nK + 2, . . . , nK}d , which of course is divided in (2n)d cells of side-length K.

Proposition B.3 Let ηn,K be the number of cells in Zd(K) which are visited by the random walk up
to time τSn,K . Then for any s ∈ (0, 1)

lim sup
K→∞

lim sup
n→∞

1
Kn

log P0 (ηn,K ≤ sn) < 0.

Proof. The proposition is an easy consequence of the one-dimensional result. Indeed, write the
random walk in (dependent) components Xn = (Xn,1, Xn,2, . . . , Xn,d) , where (Xn,i) are one-dimension
random walks, possessing an exponential moment. The first time τSn,K when (Xn) leaves Sn,K is also
the first time where one of the (Xn,i) 1 ≤ i ≤ d leaves the interval {−nK + 1,−nK + 2, . . . , nK} .
Assume for instance that at τSn,K , (Xn,1) for the first time leaves the above interval to the right.
(There are of course 2d − 1 other cases). This is then the first time it surpasses nK. Furthermore,
the number of K-cells visited by the d-dimensional walk is at least the number of intervals among
(1,K], (K, 2K], . . . , ((n− 1)K,nK], visited by (Xn,1) . For the other 2d− 1 cases, similar statements
hold, of course. From this observation, Proposition B.3 follows immediately from Lemma B.1.

C On the range of a random walk

We present here two results about the number of points visitied by a two-dimensional random walk.

C.1 Tied-down expectations of
∣∣X[0,n]

∣∣
We write P (n)

x,y for the law of a random walk, starting in x, conditioned on Xn = y. Of course, we
tacitly always assume that the probability of the latter is positive whenever we use this notation,
which is certainly true for large enough n (depending on x, y). We will need some information on the
first return probabilities:

ql
def= P0 (X1 6= 0, . . . , Xl−1 6= 0, Xl = 0) .

By recurrence of the random walk, we have
∑

l≥1 ql = 1, and the following estimate is well-known.

Lemma C.1

ql =
γ

l (log l)2 + o

(
1

l (log l)2

)
, (C.1)

where γ > 0, as l→∞.

We need some information on E(n)
0,x

(∣∣X[0,n]

∣∣) .
Proposition C.1 There exist A0 > 1 and C > 0 such that for all A ≥ A0, there exists r0(A) ∈ N,
such that for |x| ≥ r0(A) and n defined by

n
def= [A |x|] ,
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one has
E(n)

0,x

(∣∣X[0,n]

∣∣) ≤ C n

logA
.

Proof. Remark first that under the conditions of the lemma, P0 (Xn = x) > 0 for the large enough
r0(A). This easily follows from irreducibility and aperiodicity. Therefore, E(n)

0,x

(∣∣X[0,n]

∣∣) is well-defined.
We first derive a simple exact expression for this expectation:

E(n)
0,x

(∣∣X[0,n]

∣∣) = n+ 1−
n∑
l=1

(n− l + 1) ql
pn−l(x)
pn(x)

. (C.2)

This readily follows from a standard “last exit - first entrance” decomposition.

E(n)
0,x

(∣∣X[0,n]

∣∣) =
E0

(∣∣X[0,n]

∣∣ ;Xn = x
)

pn(x)
.

E0

(∣∣X[0,n]

∣∣ ;Xn = x
)

=
∑
y∈Z2

P0 (Xk = y for some k ∈ [0, n], Xn = x)

=
∑
y∈Z2

n∑
k=0

P0 (Xk = y,Xk+1 6= y, . . . ,Xn−1 6= y,Xn = x) (C.3)

=
∑
y∈Z2

n∑
k=0

P0 (Xk = y) Py (X1 6= y, . . . ,Xn−k−1 6= y,Xn−k = x) .

Py
(
X1 6= y, . . . ,Xn−k−1 6= y,Xn−k = x

)
= pn−k (x− y)−

n−k∑
l=1

Py (X1 6= y, . . . ,Xl−1 6= y,Xl = y,Xn−k = x)

= pn−k (x− y)−
n−k∑
l=1

ql pn−k−l(x− y).

Implementing this into (C.3) and summing over y yields

E0

(∣∣X[0,n]

∣∣ ;Xn = x
)

= (n+ 1) pn(x)−
n−1∑
k=0

n−k∑
l=1

ql pn−l(x)

= (n+ 1) pn(x)−
n∑
l=1

(n− l + 1) ql pn−l(x).

From this, (C.2) follows.
We next use this together with the information on ql in Lemma C.1 and Proposition B.2 to get

the desired estimate.
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E
(n)
0,x

(∣∣X[0,n]

∣∣) ≤ n+ 1−
A∑
l=1

(n− l + 1) ql
pn−l(x)
pn(x)

= (n+ 1)

[
1−

A∑
l=1

ql
(n− l + 1) pn−l(x)

(n+ 1) pn(x)

]

= (n+ 1)

[
1−

A∑
l=1

ql +
A∑
l=1

ql

(
1− (n− l + 1) pn−l(x)

(n+ 1) pn(x)

)]
(C.4)

= (n+ 1)
∞∑

l=A+1

ql + (n+ 1)
A∑
l=1

ql

(
1− (n− l + 1) pn−l(x)

(n+ 1) pn(x)

)
,

the last equation by recurrence of the two-dimensional random walk. From Lemma C.1, we get

∞∑
l=A+1

ql ≤
C

logA
, (C.5)

and it therefore suffices to estimate the second summand on the right-hand side of (C.4). If n is large
enough (depending on A), then |x| ≤ 2 (n− l) /A whenever l ≤ A. We use Proposition B.2 and obtain
for |x| → ∞, and therefore n→∞

(n− l − 1) pn−l(x)exp
[
(n− l) I

(
x
n−l

)]
(n+ 1) pn(x)exp

[
nI
(
x
n

)] = 1 +OA

(
1√
n

)
,

where OA

(
1√
n

)
means that there is a constant cA depending on A such that

∣∣∣OA ( 1√
n

)∣∣∣ ≤ cA√
n
.

Furthermore, by Taylor expansion, we get

exp
[
− (n− l) I

(
x

n− l

)
+ nI

(x
n

)]
= exp

[
l
{
I
(x
n

)
−
(x
n
,∇I

(x
n

))}
+OA

(
1
n

)]
.

Remark that ∣∣∣I (x
n

)
−
(x
n
,∇I

(x
n

))∣∣∣ ≤ C ( |x|
n

)2

.

Combining these observations, we get

A∑
l=1

ql

∣∣∣∣1− (n− l + 1) pn−l(x)
(n+ 1) pn(x)

∣∣∣∣ ≤ A∑
l=1

ql

(
exp

[
C

l

A2

]
− 1
)

+OA

(
1√
n

)

≤ C

A2

A∑
l=1

1
(log l)2 +OA

(
1√
n

)
≤ C

A
+OA

(
1√
n

)
≤ 2C

A
,

for large enough n (n ≥ n0 (A)). This is much better than required, and therefore proves the proposi-
tion.
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C.2 Moderate deviations for
∣∣X[0,n]

∣∣
We use a variant of the approach in [1] to prove the following result.

Proposition C.2 Assume (1.2). For any R > 0 there exists κ > 0 such that

P0

(∣∣X[0,n]

∣∣ ≤ κ n

log n

)
≤ n−R , (C.6)

for all n large enough.

In contrast to our standard convention about constants denoted by C, c1, c2, . . . are positive con-
stants which are always the same after they had been introduced. If these constants depend on other
parameters, it will be clearly indicated. All inequalities are supposed to hold only for large enough n
without further notice.

Let Ln
def=
[√

n/ log n
]

and Tn
def= {0, 1, . . . , Ln − 1}d. We periodize the random walk by setting

X̂n
def= Xn mod Ln,

coordinatewise, getting therefore a random walk on the discrete torus Tn. The transition probabilities
are given by p̂(x) def=

∑
y=x mod Ln

p(y). The number of points
∣∣X̂[0,n]

∣∣ visited by the periodized random
walk is clearly at most

∣∣X[0,n]

∣∣. Therefore

P0

(∣∣X[0,n]

∣∣ ≤ κ n

log n

)
≤ P0

(∣∣X̂[0,n]

∣∣ ≤ κ n

log n

)
.

For the rest of this section, we always work with this periodized walk, but leave the hat ˆ out in the
notations for the sake of notational convenience. For convenience, we also assume that p is aperiodic.
The general case requires only some trivial adjustments.

We choose m = mn =
[
δ n

logn

]
, where δ > 0 is a (small) number, to be specified later on. We also

set K = Kn = [n/mn] ≈ logn
δ . We denote by X the sequence of points observed at multiples of m :

X def= (X0, Xm, X2m, . . . , XKm) .

The set of points (on the torus) visited during the i−th time interval is denoted by V 0
i :

V 0
i

def=
{
X(i−1)m+1, X(i−1)m+2, . . . , Xim

}
.

We introduce a truncation by defining

Vi
def=
{
V 0
i if d(X(i−1)m, Xim) ≤ b

√
m

∅ if d(X(i−1)m, Xim) > b
√
m

.

d is the lattice distance on the discrete torus. We also write V def= (V1, V2, . . . , VK). Remark that
d(X(i−1)m, Xim) are i.i.d. random variables and

P0

(
d(X(i−1)m, Xim) > b

√
m
)
≤ exp

[
−c1b

2
]
.

Let
Γn,b,δ

def= #
{
i : d(X(i−1)m, Xim) > b

√
m
}
.

Then Γn,b,δ is binomially distributed, and we obtain

P0

(
Γn,b,δ ≥ 2 exp

[
−c1b

2
] log n

δ

)
≤ exp

[
−c2

log n
δ

exp
[
−c1b

2
]]

(C.7)



Critical behavior at depinning 28

We denote by P(Tn) the set of subsets of Tn and by Ψ : P(Tn)K → N the mapping

V→
∣∣∣∣⋃K

i=1
Vi

∣∣∣∣ .
Clearly, Ψ is Lipschitz in the sense

|Ψ (V)−Ψ (U)| ≤
K∑
i=1

|Vi 4 Ui| .

Using this notation, we get

P0

(∣∣X[0,n]

∣∣ ≤ κ n

log n

)
≤ P0

(
Ψ (V) ≤ κ n

log n

)
= E0

(
PX

(
Ψ (V) ≤ κ n

log n

))
,

where PX denotes the conditional law given the vector X. Under PX, the sets Vi are independent
random subsets of the torus Tn. We thus can apply a general result of Talagrand. Let µ = µX be
a median of the (conditional) distribution of Ψ, i.e. a number with PX (Ψ (V) ≤ µX) ≥ 1/2 and
PX (Ψ (V) ≥ µX) ≥ 1/2. Let f : P(Tn)K → N be defined by

f (V) def= inf

{
K∑
i=1

|Vi 4 Ui| : Ψ (U) ≤ µX

}
.

Then by Theorem 2.4.1 of [21], we have for any a > 0 and λ > 0

PX (f (V) ≥ a) ≤ ΞX(a, λ),

where

ΞX(a, λ) def= 2e−λa
K∏
i=1

EX (cosh (λ |Vi 4 Ui|)) ,

and where the U is an independent copy of V (under the conditional law). Similarly, putting

f̂ (V) def= inf

{
K∑
i=1

|Vi 4 Ui| : Ψ (U) ≥ µX

}
,

we get
PX

(
f̂ (V) ≥ a

)
≤ ΞX(a, λ).

Combining these two estimates, we get

PX (|Ψ (V)− µX| ≥ a) ≤ 2ΞX(a, λ).

Now,

PX (Ψ (V) ≤ a) ≤ PX (|Ψ (V)− µX| ≥ a)
+ I (|µX − EXΨ (V)| ≥ 2a) + I (EXΨ (V) ≤ 4a) .

Remark that
|µX − EXΨ (V)| ≤ a+ |Tn|PX (|Ψ (V)− µX| ≥ a) ,
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and therefore

PX (Ψ (V) ≤ a) ≤ PX (|Ψ (V)− µX| ≥ a)

+ I
(

PX (|Ψ (V)− µX| ≥ a) ≥ a

|Tn|

)
+ I (EXΨ (V) ≤ 4a) (C.8)

≤ 2ΞX(a, λ) + I
(

ΞX(a, λ) ≥ a

2 |Tn|

)
+ I (EXΨ (V) ≤ 4a) .

We apply this inequality to a = an
def= κ n

logn , and with λ = λn
def= A (logn)2

n , where A will be specified
below. Then we have

ΞX

(
κ

n

log n
,A

(log n)2

n

)
= 2 exp [−Aκ log n]

K∏
i=1

EX

(
cosh

(
A

(log n)2

n
|Vi 4 Ui|

))
.

EX

(
cosh

(
A

(log n)2

n
|Vi 4 Ui|

))
≤ EX

(
cosh

(
2Aδ

logm
m
|Vi 4 Ui|

))
.

We assume now
2Aδ < 1, (C.9)

and use cosh(xy) ≤ 1 + x2ey for 0 ≤ x ≤ 1, 0 ≤ y. Furthermore, we have the following

Lemma C.2

EX exp
[

logm
m
|Vi|
]
≤ C(b).

Proof. We can take i = 1. If d(0, Xm) > b
√
m, then V1 = ∅ and there is nothing to prove.

We write P(m)
0,x for the law of the random walk (X0, X1, . . . , Xm) conditioned on X0 = 0, Xm = x.

(For simplicity, we neglect trivial parity problems.) Let ZT (m/2) be the number of points visited
by X1, . . . , Xm/2 on the torus (assuming m for simplicity to be even). Then it suffices to prove for
d(0, x) ≤ b

√
m

E(m)
0,x

(
exp

[
logm
m

ZT (m/2)
])
≤ C(b). (C.10)

The left hand side of this equals∑
y

E0

(
exp

[
logm
m

ZT (m/2)
]

I
(
{Xm/2 = y}

)
}
)
pm/2(x− y)
pm(x)

≤ C(b)E0 exp
[

logm
m

ZT (m/2)
]
,

because for d(0, x) ≤ b
√
m we have pm(x) ≥ C(b)/m > 0, and for all y, pm/2(x − y) ≤ C ′(b)/m. We

can replace ZT (m/2) by Z(m), the number of points visited by a random walk of length m on Z2.
(We replace m/2 by m just for notational convenience).

E0 exp
[

logm
m

Z(m)
]
≤ E0 exp

[
logm
m

Z

(
m

(logm)3

)](logm)3

, (C.11)

by the Markov property. We write Z ′ for Z
(

m
(logm)3

)
.

E0 exp
[

logm
m

Z ′
]
≤ 1 +

logm
m

E0Z
′ +

(logm)2

2m2
E0

(
Z ′2 exp

[
logm
m

Z ′
])

(C.12)

≤ exp

[
logm
m

E0Z
′ +

(logm)2

2m2
E0

(
Z ′2 exp

[
logm
m

Z ′
])]

.
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Moreover, using the trivial bound Z ′ ≤ m/(logm)3, we have

E0

(
Z ′2 exp

[
logm
m

Z ′
])
≤ C m2

(logm)6 .

Implementing this into (C.11) and (C.12), this gives

E0 exp
[

logm
m

Z(m)
]
≤ exp

[
(logm)4

m
E0Z

′ +
C

logm

]
.

As

E0Z
′ ≤ C

m
(logm)3

log
(

m
(logm)3

) ≤ C m

(logm)4 ,

this proves the claim.
Using this lemma, we get

EX

(
cosh

(
2Aδ

logm
m
|Vi 4 Ui|

))
≤ 1 + (2Aδ)2C(b).

Therefore, we obtain

ΞX

(
κ

n

log n
,A

(log n)2

n

)
≤ 2 exp [−Aκ log n]

×
(
1 + c3(b)(2Aδ)2

)(1/δ) logn

≤ 2 exp
[
−Aκ

2
log n

]
,

if
8c3(b)Aδ < κ.

We fix
A(κ, δ, b) def=

κ

16c3(b)δ
.

Remark that we are then also on the safe side concerning (C.9) provided κ ≤ κ0(b), κ0(b) small enough.
Therefore

ΞX

(
κ

n

log n
,A

(log n)2

n

)
≤ exp

[
− κ2

24c3(b)δ
log n

]
.

This is a deterministic bound. We see that the second summand on the right hand side of (C.8) is
zero (with a = κ n

logn) for n large enough, and therefore

P0

(
Ψ(V) ≤ κ n

log n

)
≤ P0

(
EXΨ(V) ≤ 4κ

n

log n

)
+ exp

[
− κ2

32c3(b)δ
log n

]
. (C.13)

We choose now
δ

def= κ3, (C.14)

and so the second summand in (C.13) is fine, again if κ ≤ κ0(b), κ0(b) small enough. The reader
should keep in mind that V depends on our truncation parameter b, which we emphasize by writing
Vb. Combining what we have achieved so far, we see that it suffices to prove that for any R > 0 there
exists b (large enough) and then κ > 0 small enough (depending on b) such that

P0

(
EXΨ(Vb) ≤ κ

n

log n

)
≤ n−R. (C.15)



Critical behavior at depinning 31

EXΨ(Vb) =
∑
x∈Tn

PX

(⋃K

i=1
{x ∈ Vi,b}

)
=
∑
x∈Tn

(
1−

∏K

i=1
(1− PX (x ∈ Vi,b))

)
≥
∑
x∈Tn

(
1− exp

[
−
∑K

i=1
PX (x ∈ Vi,b)

])
.

We now chop the torus Tn into M = 1/δ subsquares S1, S2, . . . , SM of sidelength
√
δ n

logn . For

notational convenience, we will assume that
√

1/δ is an integer, which evidently is no restriction.
(Remember the setting δ = κ3 but for the moment, this will be of no importance). We set

ξi
def= #

{
j ∈ {1, . . . ,K} : X(j−1)m ∈ Si, d(X(j−1)m, Xjm) < b

√
m
}

and
ξi

def= #
{
j ∈ {1, . . . ,K} : X(j−1)m ∈ Si

}
Lemma C.3 Let X(j−1)m ∈ Si, d(X(j−1)m, Xjm) ≤ b

√
m, and x ∈ Si. Then

PX (x ∈ Vj,b) ≥
c4(b)
log n

.

Proof. We use the same notations as in the proof of Lemma C.2: P(m)
y,z denotes the law of the

random walk of length m (on the torus), conditioned to start in y and to end in z. If x, y ∈ Si and
d(y, z) ≤ b

√
m, then

P(m)
y,z (Xj = x for some j ∈ {1, . . . ,m}) ≥ P(m)

y,z (Xj = x for some j ∈ [m/4,m/2])

=

∑m/2
j=m/4 pj(x− y)P0

(
X1 6= 0, . . . , Xm/2−j−1 6= 0, Xm−j = z − x

)
pm(z − y)

.

pm(z − y) ≤ C(b)m−1, pj(x− y) ≥ Cm−1 for m/4 ≤ j ≤ m/2. Let r def= m− j, which for the region of
summation is in [m/2, 3m/4], and m/2− j − 1 ≤ r/2. Then

P0

(
X1 6= 0, . . . , Xm/2−j−1 6= 0, Xm−j = z − x

)
≥ P0

(
X1 6= 0, . . . , Xr/2 6= 0, d(Xr/2, 0) ≤

√
m
)

inf
u:d(u,0)≤

√
m

P0(Xr/2 = z − x− u)

≥ C(b)
m logm

.

Therefore, we get

P(m)
y,z (x = Xj for some j ∈ {1, . . . ,m}) ≥ C(b)

logm
≥ C(b)

log n
.

We set

Zn,δ
def= δ#

{
i : ξi ≥

1
4

log n
}
,

and

Zn,δ
def= δ#

{
i : ξi ≥

1
2

log n
}
.
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Then

EXΨ(Vb) ≥ Zn,δ
n

log n

(
1− exp

[
−c4(b)

4

])
,

and therefore

P0

(
EXΨ(Vb) ≤ κ

n

log n

)
≤ P0

(
Zn.δ ≤

κ

1− exp [−c4(b)/4]

)
.

Remark now that if Zn,δ − Zn,δ ≥ 8 exp
[
−c1b

2
]
, then Γn,b,δ ≥ 2 exp

[
−c1b

2
] logn

δ . Therefore, using
(C.7), we get

P0

(
EXΨ(Vb) ≤ κ

n

log n

)
≤ P0

(
Zn,δ ≤

κ

1− exp [−c4(b)/4]
+ 8 exp

[
−c1b

2
])

+ exp
[
−c2

log n
δ

exp
[
−c1b

2
]]
.

Choosing b large enough, and then κ > 0 small enough (and correspondingly δ = κ3), we see that in
order to finish the poof of Proposition C.2, it suffices to prove the following

Lemma C.4 For any R > 0 there exists η > 0 such that for any δ > 0

P0

(
Zn,δ ≤ η

)
≤ n−R

for n large enough.

Proof. We rescale the random walk by defining

Y
(n,δ)
j

def= Xjm/Ln.

This random walk depends on δ through m =
[
δ n

logn

]
. It takes values in Tn/Ln which we regard

as a (discrete) subset of the continuous torus T def= [0, 1)2 with lattice spacing 1/Ln. Remember the
setting Ln

def=
[√

n
logn

]
. The transition probabilities of the Y -chain are given by p̃(x) = pm(Lnx),

x ∈ Tn/Ln (notice that p̃ is depending on δ). Here pm is the m-th matrix power. By the local central
limit theorem (and our aperiodicity assumption) there exists γ0 > 0 such that for γ ≥ γ0 and any
x ∈ Tn/Ln, n ∈ N and δ > 0

p̃[γ/δ](x) ≤ 2L−2
n . (C.16)

We denote by Sδ,η the set of unions of square [k1

√
δ, (k1 + 1)

√
δ)× [k2

√
δ, (k2 + 1)

√
δ) ⊂ T with total

area at most η. In order to prove the lemma, it suffices to prove that for any R > 0

lim sup
n→∞

1
log n

log P0

(logn)/δ∑
j=0

1A
(
Y

(n,δ)
j

)
≥ log n

2δ

 ≤ −R, (C.17)

for small enough η uniformly in δ and A ∈ Sδ,η. We estimate the above probability in a standard way.
For any λ > 0 we have

P0

logn/δ∑
j=0

1A
(
Y

(n,δ)
j

)
≥ log n

2δ

 ≤ exp [−λ log n] E0

exp

2λδ
(logn)/δ∑
j=0

1A
(
Y

(n,δ)
j

) . (C.18)

In order to estimate the right hand side, we use (C.16). We split the summation on j alternatively
in intervals of length γ/δ and 3γ/δ, the former being called “short” intervals, the others “long”. We
begin with a short interval. Remark that the contribution of all short intervals to the exponent in the
expectation on the r.h.s. of (C.18) is at most λ logn

2 . Therefore, we can leave this part out, replacing
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the first factor on the r.h.s. of (C.18) by exp
[
−λ logn

2

]
. If we choose γ def= max

(
γ0,

log 2
λ

)
we have by

(C.16)

E0

exp

2λδ
∑

j∈long intervals

1A
(
Y

(n,δ)
j

)
≤ exp

[
λ log n

4

]Eu

exp

2λδ
3γ/δ∑
j=0

1A
(
Y

(n,δ)
j

)
logn
4γ

,

where Eu is the expectation with respect to an uniform starting distribution. We therefore get

lim sup
n→∞

1
log n

log Pu

(logn)/δ∑
j=0

1A
(
Y

(n,δ)
j

)
≥ log n

2δ


≤ −λ

4
+

1
4γ

lim
n→∞

log Eu

exp

2λδ
3γ/δ∑
j=0

1A
(
Y

(n,δ)
j

)
= −λ

4
+

1
4γ

log Eu

exp

2λδ
3γ/δ∑
j=0

1A (Bδj)

 ,

where (Bt)t≥0 is a Brownian motion on T with covariance matrix Q. For x ≥ 0 we have ex ≤ 1 + xex,
and we therefore get

Eu

exp

2λδ
3γ/δ∑
j=0

1A (Bδj)

 ≤ 1 + 2λδ
3γ/δ∑
j=0

Pu (Bδj ∈ A) e6λγ

= 1 + 6λγ |A| e6λγ ≤ 1 + 6λγηe6λγ .

We therefore get

lim sup
n→∞

1
log n

log Pu

(logn)/δ∑
j=0

1A
(
Y

(n,δ)
j

)
≥ log n

2δ

 ≤ −λ
4

+
3λη

2
e6λγ .

Choosing λ appropriately, this proves the claim

D The case d=1

We consider the δ-pinning case only, and p (±1) = 1/2. We however can easily allow more general
symmetric interaction functions V : R→ R

+. We set

ψ (x) def=
e−βV (x)/2∫
e−βV (y)/2 dy

.

The only property we need is
∫

e−βV (y)/2 dy < ∞,
∫
xψ (x) dx = 0,

∫
x2ψ (x) dx = σ2 < ∞. By a

simple rescaling, we can assume σ2 = 1. Let ψk be the k-fold convolution of ψ. By the local central
limit theorem, we have

f (k) def= ψk (0) =
1√
2πk

+ o

(
1√
k

)
,

as k →∞.
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The distribution νεn of pinned sites on Λ = {−n,−n+ 1, . . . , n} is easily described: Let A ⊂
{−n,−n+ 1, . . . , n} with |A| = m− 1,

A = {k1, k2, . . . , km−1} ,

where k0
def= −n− 1 < k1 < k2 < . . . < km−1 < km

def= n+ 1. Then

νεn (A) =
1
Zn,ε

εm−1
m∏
j=1

f (kj − kj−1) . (D.1)

Of course,
∑

k f(k) =∞. Therefore, there exists a unique λ = λ (ε) , such that

ε
∑
k

e−λkf(k) = 1.

Remark that (D.1) is not changed if we replace f by

fλ(k) def= e−λkf(k).

Standard renewal arguments then show that νε = limn→∞ ν
ε
n exists, and is simply given as the

stationary renewal sequence with renewal epochs with distribution
{
fλ(ε)(k) : k > 0

}
. For instance, if

ξ
def= max {m ≤ 0 : m ∈ A}

η
def= min {m > 0 : m ∈ A} ,

then

Lemma D.1
νε ((ξ, η) = (k, l)) =

1
M ε

fλ(ε)(l − k)

if k ≤ 0 < l, where M ε def=
∑

j j fλ(ε) (j) .

The full measure µε (in the thermodynamic limit) is then given as a mixture

µε =
∑
A⊂Z

νε (A)µA,

where µA is the measure on RZ given by independent pieces of tied-down random walks between
successive elements of A. For instance∫

φ2
0 µ

ε (dφ) =
∑
k≤0<l

1
M ε

fλ(ε)(l − k)E0

(
S2
−k|Sl−k = 0

)
,

where S0, S1, S2, . . . is a random walk on R starting at 0 with distribution of the increments given by
ψ. We now want to determine the ε→ 0 behavior of this quantity. First, remark that for small λ > 0

ε
∑
k

e−λkf(k) ∼ ε
∑
k

e−λk
1√
2πk

∼ ε√
2πλ

∑
k

λ
1√
kλ

e−λk

∼ ε√
2πλ

∫ ∞
0

1√
x

e−x dx =
ε√
2λ
.

Therefore

λ (ε) =
ε2

2
+ o

(
ε2
)
.
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From this, we get

Mε =
∑
j

j fλ(ε) (j) ∼
∑
j

j
1√
2πj

e−ε
2j/2

=
1

ε3
√

2π

∑
j

ε2
√
ε2je−ε

2j/2 (D.2)

∼ 1
ε3
√

2π

∫ ∞
0

√
xe−x/2 dx =

1
ε3
.

Furthermore ∑
k≤0<l

fλ(ε)(l − k)E
(
S2
−k|Sl−k = 0

)
∼
∑
k≤0<l

1√
2π (l − k)

e−ε
2(l−k)/2El−k

(
S2
−k
)

=
∞∑
n=1

1√
2πn

e−ε
2n/2

n−1∑
m=0

En
(
S2
m

)
where Em stands for the expectation with respect to a random walk tied down after time m. The
right-hand side of the above expression is

∼
∞∑
n=1

√
n√
2π

e−ε
2n/2

n−1∑
m=0

m

n

(
1− m

n

)
∼ 1

6ε5

1√
2π

∞∑
n=1

ε2
(
ε2n
)3/2 e−ε

2n/2 ∼ 1
6ε5

1√
2π

∫ ∞
0

y3/2 e−y/2 dy =
1

2ε5
.

Combining this with (D.2) yields

Proposition D.1 ∫
φ2

0 µ
ε(dφ) =

1
2ε2

+ o

(
1
ε2

)
as ε→ 0.

The mass is very easy, too. For fixed ε, the x → ∞ limit of
∫
φ0φx µ

ε(dφ) is in leading order the
same as the probability under νε that the interval [0, x] has no renewal point. In leading order, this
is just the exponential tail behavior of the distribution fλ(ε). Therefore, we get

Proposition D.2

lim
x→∞

1
x

log
∫
φ0φx µ

ε(dφ) = −λ (ε) = −ε
2

2
+ o

(
ε2
)
.
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