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A practical ab initio quantum-mechanical approach for calculations of free energies of 
molecules in solutions is developed. This approach treats the solute molecules by an explicit 
ab initio self-consistent-field approach while representing the solvent molecules by a 
pseudopotential. The solvation energies are evaluated by a free-energy perturbation approach 
that uses the distribution function associated with a classical force field as a reference 
state for the quantum-mechanical calculations. The performance of the method is examined 
by evaluating the solvation energy of an Li + ion. It is found that the calculation times 
are not much longer than that of the corresponding classical free-energy perturbation 
calculations. 

I. INTRODUCTION 

Quantum-mechanical calculations of chemical pro­
cesses have progressed significantly in recent years due in 
part to the emergence of a new generation of fast comput­
ers. It is clearly possible now to evaluate reliable potential 
surfaces for small molecules in the gas phase by ab initio 
quantum-mechanical approaches (see, for example, Ref. 
I). However, most chemical and biological processes occur 
in solutions or related environments,2 and ab initio calcu­
lations of solvated molecules are presently impractical. 
Thus it is essential to search for more effective methods for 
calculations of the properties of molecules in solutions. 

Methods that treat the solute and a very small number 
of solvent molecules as a "supermolecule,,3-5 cannot pro­
vide the correct physics of solvation processes since such 
processes involve cooperative polarization of many mole­
cules. For example, supermolecule approaches cannot give 
the correct potential surfaces for solvated ion pairs. Calcu­
lations that evaluate the solute potential surface and charge 
distribution by gas-phase ab initio approaches, and then 
use classical force fields to describe the solute-solvent in­
teraction, can provide useful insight in some cases.6 How­
ever, as was pointed out in Ref. 7, such approaches are not 
expected to provide a quantitative description for processes 
that involve large changes in the solute charge distribution 
(e.g., S N 1 and proton transfer reactions), since the solvent 
effect is not included in the solute Hamiltonian. The incor­
poration of the solvent in the solute Hamiltonian can be 
accomplished in a consistent way by continuum models.8,9 

However, such models (which are quite instructive in their 
simple and clear physics) have not provided, until very 
recently, correct solvation energies and cannot be used to 
simulate microscopic aspects of the solute-solvent interac­
tions. Perhaps the most practical strategy for quantitative 
treatment of chemical processes in solution has been pro-
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vided by hybrid quantum-classical approaches. Such ap­
proaches describe the solute quantum mechanically while 
representing the solvent by classical force fields and includ­
ing the solvent electrostatic potential in the solute Hamil­
tonian (see, for example, Ref. 2). Such treatments include 
molecular-orbital (MO) methods lO,1I,12 as well as semi­
empirical valence-bond methods such as the empirical 
valence-bond (EVB) method2(b),7,13 and closely related 
EVB-type treatments. 14 Although the above combined 
quantum-mechanical-classical approaches are effective 
and quite reliable, they do not consider the quantum­
mechanical effects associated with the possible delocaliza­
tion of the solute electrons in the solvent region. Further­
more, while the free-energy-perturbation-molecular­
dynamics (FEP/MD) calculations of the solvation 
energies by models that represent the solute semiempiri­
cally are quite practical, the extension of such FEP calcu­
lations to models that describe the solute by ab initio meth­
ods is far from simple, as it involves enormous 
computation time. Thus it is a major challenge to develop 
a FEP method that would describe the solute by ab initio 
MO or valence-bond (VB) methods and improve the 
quantum-mechanical representation of the solvent. 

In this work we address the above challenges and de­
velop a method that represents the solvent molecules by a 
pseudopotential while treating the solute explicitly by an 
ab initio approach. The use of pseudopotentials (PP) is of 
course not new. PP approaches have been used extensively 
in solid-state physicsl5,16 in representing inner cores in mo­
lecular calculations,17-19 in studies of potential surfaces for 
metal-rare-gases interactions,20 in representing the inner 
core of ions in calculations of solvation energies21 and in 
quantum simulations of hydrated electron.22 PP ap­
proaches provide an effective way of describing the effect of 
frozen cores on the valence-electron states of a given sys­
tem, and should be useful in improving the current descrip­
tions of solute-solvent interactions. Replacing the classical 
potential of the solvent by a pseudopotential should pro­
vide an insight into the effects associated with the delocal­
ization of the solute electrons on the solvent molecules. 
Such representation may, for example, reduce the energy of 
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the solute orbitals which are extended far from their nuclei. 
This would increase the contributions from such orbitals to 
the ground-state wave function and could lead to a better 
description of the electronic overlap between the solute 
fragments in bond-breaking processes. 

In addition to the introduction of PP for the solute­
solvent interactions we developed here a new approach for 
FEP IMO calculations with ab initio solute models. This 
approach is based on using the distribution function that 
corresponds to a standard classical force field, or the EVB 
potential surfaces, as a reference for the corresponding ab 
initio distribution function. In this way we do not have to 
evaluate the ab initio forces (the MD simulations are per­
formed with the classical force field) and the ab initio en­
ergies can be evaluated at larger time intervals than that 
used in the classical simulations. 

Section II describes our quantum-mechanical formula­
tion, the PP parametrization and the incorporation of the 
PP ab initio energy in FEP calculations. Section III de­
scribes the use of our approach in calculations of the sol­
vation free energies. The potential and limitation of the 
present approaches are briefly discussed in Sec. IV. 

II. THEORETICAL METHODS 

A. The pseudopotential formulation 

In order to describe the complete solute-solvent sys­
tem in a practical way one must introduce some approxi­
mations. A reasonable approximation can be provided by 
considering the solute orbitals explicitly while representing 
the solvent molecules as pseudopotentials. Our starting 
point for this approximation is the Bom-Oppenheimer 
Hamiltonian of the solute-solvent system, 

H= [ * h(i) + t 1/rii'+ .ti. ZAZA.IRAA.] 

+ [* (~-ZBlriB+ ~ 1/ri})] 

+ [ ~ ZA( ~ Z~RAB- ~ IrAj)] +H
ss 

=HsS + HSs + Jrs, (1) 

where Sand s designate, respectively, solute and solvent, A 
and B run over the solute and solvent atoms, respectively, 
while i and j run over the solute and solvent electrons, 
respectively. The one-electron Hamiltonian h is given by 

h(i) == -!V;- L ZAlriA' (2) 
A 

Now we simplify the Hamiltonian by considering the 
electrons and nuclear charges of the solvent molecules as 
an effective core for the n "active" electrons of the solute. 
This can be done by assuming that the wave function of the 
system can be approximated by a product of the solute and 
solvent wave functions ('I' = <l>s<l>s) and integrating first 
over the solvent electrons, while assuming that the inte­
grated density of the solvent electrons is frozen around the 
corresponding solvent nuclei (some adjustment of this dis-

tribution can be introduced by adding induced dipoles 
terms to the solvent charge distribution). With the above 
assumptions and the approximation (<I>sl ~/ A/ I <l>s> 
= ~BPBBRAJ (where PBB is the bond order of the Bth 
atom) we may write 

H== (<I>s I HI <l>s> 

=Hss+ (<I>s I HSsl <l>s> +Es 

+ L ZA(ZB-PBB)G(RAB)IRAR+Ess 
AB 

n 

=Hss+ L UPP(i) + L ZAqBG(RAB)IRAB+IS" 
AB 

== L Jrff(i) + L 1/rii'+ L ZAZA·IRAA· 
i ii' AA' 

+ L ZAqBG(RAB)IRAB+Es, (3) 
AB 

where IS" is the potential surface of the solvent molecule, 
qB is the residual charge of the solute Bth atom (qB 
= ZB - PBB ), UPP is a pseudopotential which is formally 
written as 

UPP(i) = ~ ( -ZB1riB+ (<I>sl 7 :i} l<I>s) ) , (4) 

and Jrff is given by 

(5) 

The function G(R) is a core-core correction function that 
reflects the approximation involved in the ZAqBRAB term 
(e.g., the constant value of qB)' The pseudopotential can be 
represented on several levels of approximations. 15 Here we 
use a simple local potential of the form,17(a) 

UPP(i) = L j'PP(riB) 
B 

= L [-qBlriB+ (AflriB) exp( -aBrTB) 
B 

+Af exp( -aBrTB)]' (6) 

Note that UPP could also have been considered as an "ef­
fective potential" rather than a pseudopotential but the 
rules for the proper terminology are not unique (see, for 
example, p. 397 of Ref. 16) and local potentials of the form 
used in Eq. (6) are frequently referred to as pseudopoten­
tials. The selection of the parameters in this potential will 
be discussed below. The self-consistent-field (SCF) energy 
of the active electrons can now be obtained by solving the 
secular equation 

FC=SCE, (7) 

where 

FjLv=H;~+ L PAu( (fLvIAa> -~(fLA I va». (8) 
Au 
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Here PAu and </Lvl-tu> are the corresponding bond order 
and electron repulsion integral, 

</LVI-tu> = f f XI'( l)Xv(1)r 121XA(2)Xu(2)drldr2, 

while H~~ = SXI'(1)H"ff(l)Xv(1)drl' The X's are the 
atomic orbitals which are taken to be a combination of 
Gaussian functions following Whitten's approach.23 The 
total potential surface of the system is now given by 

E=E~S+ I ZAZA,IRAA ,+ I ZAqBG(RAB)IRAB 
AA' AB 

+E SS
, (9) 

where E ~s is the SCF energy of the solute electrons and is 
given by 

( 10) 

The main difference between the present treatment and 
regular ab initio treatments is the term S XI' Upp 

X v dr. This 
term is calculated analytically by evaluating the integrals 

f XI'[qlr+(Allr) exp(-ar 2) 

+A2 exp( -ar 2)]Xv dr, 

exploiting the fact that the X's are represented by primitive 
Gaussians. In general, our calculations involve matrix ele­
ments of the pseudopotential over all the solute orbitals. 

Note that the present treatment uses the pseudopoten­
tial to represent the interaction between the solute and the 
solvent molecules, while the interaction between the sol­
vent molecules is represented by the function ~. This 
function is described here by a standard "classical" force 
field. 

The calibration of the parameters in the pseudopoten­
tial can be accomplished in several ways using information 
from ab initio calculations or from relevant experiments. 
Perhaps the most obvious strategy for optimizing the PP 
parameters for the solute-solvent interaction is to consider 
the solvent and an additional electron and to describe the 
distance dependence of their interaction by an analytical 
potential. Such a potential can then be used to describe the 
interaction between the solvent molecules and the solute 
electrons. The above scheme of optimization of the PP 
parameters may involve a direct use of the density of the 
solvent electron within the density-functional formula­
tion.24 However, considering the fact that the present study 
is mainly concerned with intermolecular interactions, we 
chose to emphasize in our optimization procedure the in­
teratomic features and to leave the refinement of the 
electron-solvent interactions to further studies. This can be 
accomplished by evaluating the explicit ab initio quantum­
mechanical energy of the solute and a single solvent mol­
ecule at various internuclear distances while adjusting the 
PP parameters to reproduce the same energy. Here we 
apply such a procedure to obtain the PP for the interaction 
between a Li+ ion and a water molecule. The fitting pro­
cedure involves a systematic attempt to reduce the differ-

7i 0.01.,..--------------------, 

~ 0 

~ -0.01 .... ... 
= 

r.<l -0.03 
= 
~ 
~ -0.05 .... ... .... 

..5 -0.07+---,----.,.---,----.,-----,-----1 
1 3 5 7 9 11 13 

R(O .•• Li) [A] 

FIG. 1. A comparison of the ab initio and PP potential surfaces for the 
Li + ... H20 orientation indicated in the figure. 

ence between the PP and ab initio potential surfaces of a 
series of representative points (Le., the distance depen­
dence of the potential for the orientations denoted in Figs. 
1-3). In order to reduce the correlation between the pa­
rameters Al and A2 we use Al = - (Z - q). This selection 
gives the correct asymptotic value U= -qlr for large r 
while for very small r's it reflects the screening of the at­
traction between the electron and the nuclear charge. We 
also fix the values of qH and qo as 0.41 and -0.82, respec­
tively [which are the values used in the standard surface 
constrained all atom solvent (SCAAS) parameter set25

]. 

These values reproduce the long-range behavior of the 
ab initio potential. With the above selection we find that 
the short-range behavior of the potential allows one to se­
lect optimal values for the A2 and the a's, although these 
parameters are correlated. The results of the fitting proce­
dure are summarized in Figs. 1-3. The parameters that 
yield the best fit are given in Table I. While the agreement 
between the PP and the ab initio potentials is not perfect, 
we have found that, for lithium-oxygen distances of more 
than 3.5 A it is possible to remove the discrepancy between 
the PP and ab initio energies by adding induced-dipole 
terms to the pseudopotential. However, solvation proper­
ties in ground electronic states can be reproduced reason­
ably well by not including the induced-dipole term and 
using larger q'S.25 Thus we neglect at the present stage the 
induced-dipole contribution to the pseudopotential. 

::i 0.35 

.i 0 

>, 0.25 OIl .... ... 
= r.<l 0.15 
= 
~ 
<J 0.05 '" .... ... 
] 

-0.05 
1 2 3 4 5 6 7 8 9 

R(O ... Li) [A] 

FIG. 2. Same as in Fig. I but for the Y direciton indicated in the figure. 

J. Chern. Phys., Vol. 97, No.6, 15 September 1992  This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

129.194.8.73 On: Fri, 13 Dec 2013 09:26:31



Vaidehi et al.: Solvation free energies 4267 

::i 0.07 

.i 
;.., 0.05 
OIl .... ... 

003 r: 
i.J.I 

r: 0.01 
~ 
v 

0 pp -abinitio 
"' -001 .... 
2 
.:: 

-003 
I 2 3 4 5 6 7 8 9 

R(O ... Li) [AI 

FIG. 3. Same as in Fig. I but for the Z orientation indicated in the figure. 

The PP parameters for the Li + ... H 20 interaction may 
not provide the best description for other ions. In fact, one 
cannot expect a perfect transferability of the PP since dif­
ferent atoms should have different core--core repulsion and 
since our PP approximation is not a perfect one. Here we 
leave the examination of the transferability issue to subse­
quent studies and concentrate on calculations of the solva­
tion energy of the Li+ ion using the current PP. 

B. Using PP in ab Initio energy calculations of 
solvated molecules 

Considering the relative simplicity and efficiency of the 
PP approach it is tempting to use it in ab initio FEP cal­
culations of solvated molecules. Here we consider the fea­
sibility of such calculations for the evaluation of solvation 
free energies. In these calculations we would like to eval­
uate the difference between the solvation energy of the sol­
ute in its neutral and charged forms (QI and Q2), respec­
tively. This difference can be expressed as (see Fig. 4) 

ililG!:,'; =ilG ~1-ilG~I= (ilG L2)PP - (ilGL2)PP, 
(11) 

where sand g designate solution and gas phase, respec­
tively. The terms (ilG L2)PP and (ilG L2)PP could be 
evaluated in principle (and with unlimited computer time) 
by a FEP method that is based on changing the potential of 
the system from that of state 1 to that of state 2. Unfortu­
nately, the corresponding calculations involve major diffi­
culties. In particular, the computer time required for direct 
FEP/MD simulation with the PP approach is extremely 
large. Furthermore, it is not entirely clear what mapping 
parameter should be used to consistently drive the ab initio 
Hamiltonian between the two states,7 although in cases 
where the two states correspond to two different electronic 
states rather than two regions of the solute potential sur-

TABLE 1. Pseudopotential parameters for the interaction of water mol· 
ecules with Li;' . 

ion-atom 

Li '-0 
Li'-H 

AI (a.u.) 

11.0 
2.0 

0.8 
1.25 

q (a.u) 

-0.82 
0.41 

<l.G l.c1 
sOl 6G!~~P AG ~~~p 6G;~~1 

FIG. 4. The thermodynamic cycle that relates the ab initio PP free energy 
to the corresponding classical free energy. 

face this problem is not so serious. In order to overcome 
the above problems we introduced an approach that should 
allow one to obtain converging PP results in a reasonable 
simulation time. The main trick is to describe the 
quantum-mechanical solvation energy (il~_2)PP as a sum 
of two contributions. The first one is evaluated by standard 
classical force field and the second is evaluated by using the 
partition function of a classical force field as the reference 
state for the quantum-mechanical PP calculations. Our 
starting point is obtained by describing the system by the 
classical force field 

u d = U d (Q~) + UPP 
I Ss I Ig , (12) 

where "cl" designates classical and U ~s is the force field 
for the solute-solvent interaction of the indicated solute 
charge, which is taken as the corresponding ab initio PP 
charge in the gas phase. U~P is the average value of the PP 
potential of the ith state in the gas phase. In the case of 
Li + this potential is simply a constant. The equivalent of 
Eq. (11) for the classical force field is (see Fig. 4) 

ilAG d = ilG2,d_ilG1,cl = (ilG s )d-(ilGg )d 
L.l sol sol sol 1_2 1-2 . 

Subtracting Eq. (13) from Eq. (11), we obtain 

ililG:: =ilil~~l + [(ilG ~-2)PP - (ilG L2)d] 

- [( ilG f-2)PP - (ilG f_2)d]. 

(13) 

(14) 
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Using the fact that this work involves monoatomic ions, we 
can set 

(15) 

and write 

AAG!:!j =AAG"~l+ [(AAG ~)cl_PP- (AAG ~)el-PP], 
(16) 

where (AAG Del-pp = AG~P - AG~~f. Finally, we use Eqs. 
(13) and (15) and rewrite Eq. (16) as 

AAG!:!j = (AG~_2)Cl- Ur~~+ [(AAG ~)el-PP 

(17) 

In evaluating Eq. (17), we start by noting that the free­
energy term (AGl_ 2)c1, associated with the change of the 
classical potential surface of the system from the force field 
U ~l to U 2\ can be obtained by the FEP adiabatic charging 
procedure26 where we use a mapping potential 

Uel-(I_A )U c1 +A U el 
m- m 1 m 2 (18) 

to drive the system from U l to U2 in n equal increments of 
the mapping parameter Am' The corresponding free-energy 
change is then given by2(b),27 

n+l 
(AG~_2)el= L c5G(Am--+Am+l), 

where 

c5G(Am--+A~+ l) 

m=l 

= -{3-lln{ (exp[ - (U ~+l- U ~){3])m}' 

(19) 

where ( ) m designates an average over U m' The main new 
element of the present ab initio free-energy calculation is 
the evaluation of (AAG S)c1_PP' Here we use the fact that 
the ratio between the partition function, ZPP, that corre­
sponds to the PP potential surface of a given state, and the 
partition functions Z el, which corresponds to the classical 
potential of that state, can be evaluated by using the MD 
trajectory over the classical potential surface. That is, using 
standard manipulations [e.g., Ref. 2(b)] one obtains 

exp[ -{3(AAG Dcl_PP] =zfP /Z~' 

= (exp[ -(3( ufP - U ~l)] )el' (20) 

where ( ) el indicates an average over trajectories generated 
with the classical potential U el, or in other words, an av­
erage over the statistical ensemble that corresponds to 
Uc1. Using these (AAGDel_pp, we can now evaluate the 
AAG;~ of Eq. (17). This calculation involves a large sav­
ings in computer time since it does not require the evalu­
ation of the ab initio forces and can be restricted to the 
evaluation of the ab initio energies once in several time 
steps of the MD simulations. Moreover, the ab initio ener­
gies need not be computed for all the values of Am' 

In general, one may need to sample very large config­
uration space in order to obtain converging results for Eq. 
(20). This is so because the configurations that give the 
largest contributions to ZPP might be quite different than 

TABLE II. Calculated solvation free energies of Li +, in water" 

Ion pp Classical Obs. 

-122.5 -119.4 -122.1 

'Energies are in kcallmol. The observed values are taken from Ref. 29. 
The classical force field involves the SCAAS water parameters (Ref. 25) 
and electrostatic plus 6-12 nonbonded potential U = E(r*lr)12 
- (r *Ir) 6) for the interaction between the water atoms and the Li+ ion. 
The van der Waals parameters used are 3.214 and 0.106 for 
r *(Li+" '0) and E*(Li+" '0), respectively, and 1.705 and 0.106 for 
r*CLi+"'H) and E*(Li+"'H), respectively. 

those sampled most frequently by trajectories over ifl. 
Hopefully, however, a reliable classical potential (that is 
based on a consistent parametrization using the relevant 
experimental information) should not be drastically differ­
ent than a pseudopotential which is based on reliable ab 
initio calculations. The validity of this assumption will be 
analyzed below by considering the convergence of Eq. 
(20). 

III. RESULTS AND DISCUSSION 

The theoretical approach outlined in the preceding sec­
tion can be used for ab initio calculations of chemical pro­
cesses in solution. As a demonstration of the potential of 
this approach we considered the solvation of monatomic 
ions in water. The corresponding calculations were done by 
combining the PP program with the simulation program 
ENZYMIX.28 The ab initio calculations performed by the PP 
program were based on the Gaussian lobe functions pro­
posed by Whitten.23 

The calculations involved first an adiabatic charging 
FEP calculation of the solvation free energy of Li + using 
the SCAAS model. Next, we performed the MD simula­
tion for ,.1.=0 and A= I and use Eq. (20) to evaluate 
(AA~)c1_PP' The calculations were done for a Li+ ion 
surrounded by 92 water molecules at 300 K. Each mapping 
step involved 2 ps simulation time with a step size of 2 fs. 
The evaluation of (AAG ~)el-PP for the charged ion was 
based on a mapping potential with A = I. The calculations 
were based on the second part of the trajectory (250--600 
ps) and the evaluation of the quantity (U

pp 
- if') of Eq. 

(20) was done once in every 10 time steps. The solvent 
phase was divided into two regions in order to accelerate 
the PP calculations. The water molecules within 6 A cutoff 
radius from the solute were included in the PP calculations 
while those beyond the 6 A cutoff were treated classically, 
considering only the electrostatic interaction between the 
residual charges on the solute and the solvent. This is jus­
tified because the electron distribution of the solute be­
comes negligible at distances larger than 6 A. 

The results of our calculations for Li + are summarized 
in Table II. The first point that emerges from the table is 
the fact that the calculations reproduce reasonable solva­
tion free energies by FEP simulation that treats the solute 
by ab initio MO approach. The PP method appears to give 
better agreement with the experimental solvation energies 
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than the classical results. This fact by itself may be coin­
cidental since the parameter in the classical model could 
have been refined to give better results. What is more 
meaningful is the fact that the present PP method evalu­
ates the dominant solute-solvent Coulomb interaction in­
tegrals quantum mechanically. This might lead to a better 
understanding of the solvent effect on the solute charge­
density distribution. 

One fundamental issue which is of particular interest 
in the present case is the accuracy of the (aaGDcl_pp 
calculated according to Eq. (20). In principle, it is possible 
that uPP is very different than ifl and that the sampling 
over a finite number of configurations cannot provide a 
converging result for Eq. (20). To examine this issue we 
analyzed the values of (aaG DcI-PP calculated for differ­
ent fragments of a relatively long trajectory (Table III). 
The value of (aaGDcI_pp calculated for the entire 600 ps 
trajectory is negative and equals -6.6 kcaI!mol. For 
smaller samples corresponding to a 100 ps trajectory the 
value of (aaG Dcl-PP evaluated by Eq. (20) varies be­
tween - 2.4 and -7.5 kcaI!mol. It is interesting to note 
that after approximately 230 ps of the simulations 
(aaG Dcl-PP calculated for 100 ps trajectory segments 
varies in a very small range (-2.4--3.7 kcaI!mol). The 
averaged value of exp[ - {3( UPP - ifl)] calculated for any 
trajectory segment of this trajectory leads to the value of 
(aaG :)cI-PP close to - 3.1 kcaI!mol, within an accuracy 
of 0.7 kcaI!mol. The values of UPP and ifl calculated for 
the 600 ps trajectory are presented in Fig. 5. The values of 

,....., -145 

] 
"-

] -155 

::J 

TABLE III. Analysis of the difference between ifl and UPP. 

Time (pS)b (u cl > (U
pp 

- U ci> (AAG!)cI_pp 

0-100 -153.7 6.0 -4.1 
50-150 -156.4 4.6 -6.8 

100-200 -156.2 2.4 -7.5 
150-250 -155.0 3.9 -7.2 
200-300 -156.6 5.2 -3.4 
250-350 -159.0 4.8 -2.4 
300-400 -159.2 4.5 -3.7 
350-450 -159.4 4.4 -3.7 
400-500 -159.9 4.2 -2.4 
500-600 -160.4 3.8 -2.8 

250-600 -159.7 4.3 -3.1 

"Energy units (kcal/mol). 
~he trajectory segments used for calculation of short time averages of 
U cl, UPP - u cl, and exp( - /3AU') = exp[ - /3(UPp - Uci - (Upp 

- Ucl»l, where (AAGDci_PP = (UPP - U cl> - /3ln(exp( - /3AU'». 

uPP are larger than that of U cl. As seen from the figure the 
difference between UPP and U cl is not constant. Because of 
the fluctuations of UPP 

- U cJ exceed kT, (aaG D cl,PP is 
negative. At any rate, it is encouraging to note that there is 
a general agreement between both energy profiles U cl and 
Upp

• 

In order to further analyze the results of our trajectory 
we expressed Eq. (20) as 

-- Ucl - llFP 

100 200 300 400 600 

Time[ps] 

-130r------------"'----------, 

500.1 500.2 500.3 500.4 500.5 

Time [ps] 

FIG. 5. Comparing the fluctuations of U cI and UPP along a trajectory on U cI. The upper figure averages the corresponding potentials over 5 ps segments. 
The lower figure depicts the detailed fluctuation during the 500.0-500.5 ps segment. 
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TABLE IV. Entropic part of the free-energy difference (AAG;)cI_pp cal­
culated using Eq. (21) with a truncated series." 

n -p Inll:7=2 (-Pl iI11 «Au,)n>cJl 

2 -1.4 
3 -1.5 
4 -2.4 
5 -2.7 
6 -3.3 
7 -3.6 
8 -4.0 
9 -4.3 

lO -4.7 
15 -6.0 
20 -6.8 
25 -7.2 
30 -7.3 
35 -7.4 
40 -7.4 

"Energy in kcallmol; AU' = uPP - UcI_ (Upp 
_ U el ). 

aaGc1 _pp = _(3-l In[ (exp-(3(aU' + (Upp 
- u c1)c1) )cd 

=(UPP-ifl)c1-(3-lln[ i: (_~)n «aU')n)c1] ' 
n=2 n. 

(21) 

where au' represents the difference of (Upp 
- u c1) rela­

tive to the average value of this quantity (aU' = UPP 

-Uc1_(UPP _U c1». 
In the limiting case where the difference between ifl 

and UPP is very small, one can approximate 
(aaGDc1_pp by (U

pp 
- U c1 ). This term can be obtained 

as the zeroth order contribution to the Taylor expansion of 
-exp[ - (3( UPP - U c1)] around (Upp 

- u c1). As seen 
from Table IV, the values of (UPP - ifl) are positive, 
whereas the values of (aaG Dc1-PP evaluated by Eq. (21) 
are negative. Apparently, the higher-order contribution to 
(aaGDc1_pp which correspond to the entropic part of 
(aaG Dc1-PP are significant so that this free energy has the 
opposite sign to its zeroth-order estimate. As proven here 
numerically for potential energies (Upp and U c1), it is 
much more advantageous to evaluate exp[ - (3(aU')] di­
rectly than to average the corresponding «(3aU,)n terms in 
the series of Eq. (21). In order to achieve the same accu­
racy one should calculate averaged values of up to 40th 
power of (aU'). As pointed out above, the including of 
zeroth-order term leads to entirely wrong results; more­
over, the inclusion of first- (which is always zero) and 
second-order terms does not help much because these 
terms contribute to (aaG Dc1-PP) in only 30%. It might 
be argued that the results presented in Fig. 5 correspond to 
a very long solvent equilibration process and should re­
quire much longer trajectories. However, the same prob­
lem occurs in any FEP study since the solvent has several 
relaxation times including a very long one. The idea in 
FEP calculations and in the present study is that one can 
get convergence in free energy before reaching the correct 
solvent structure. In fact, aaG does seem to converge quite 
nicely. 

It is important to point out that even with a poor 
convergence of Eq. (21) one could still obtain the relevant 
aaGcl:,pp, That is, it is always possible to define a new 
U c1 (U c1) which is more similar to UPP• In particular, one 
may adjust the parameters in fjcl to minimize (UPP 

- if c1). This can be done by either finding the best fit 
between if c1 to UPP for selected geometries of the ion and 
a single water molecule or by keeping configurations ri 
along the trajectory of the system and then optimizing the 
~ameters in if cl to reduce the difference between 
Uc1(ri) and UPp(r') (this can be done without recalcula­
tion of UPp

). This procedure gives the best if c\ for further 
calculations on related systems. 

IV. CONCLUSIONS 

The present work had developed a consistent and prac­
tical strategy for incorporation of ab initio MD computa­
tional schemes with FEP /MD calculations of molecules in 
solution. The practicality of the method is based on using 
the PP potential and on the selection of a classical force 
field as a reference for the PP calculations. The present 
method should provide an improved quantum-mechanical 
description of the solvent in addition to allowing for ab 
initio treatment of the solute. That is, earlier studies of 
solvation energies were either restricted to a supermolecule 
treatment of few molecules (which could not reproduce 
correctly the overall solvation energy) or represented the 
solvent by classical force fields. While the representation of 
the solute-solvent interaction by analytical potential func­
tions is a very reasonable approximation it cannot capture 
the delocalization of the solute electrons on the solvent 
molecules. To represent this effect and to advance the 
quantum-mechanical description of the solvent we have 
introduced the present PP approach. Now more quantum­
mechanical aspects of the solvent are taken into account. 
For example, the effect of the solvent on the electronic 
overlap between the solute fragments is represented in a 
much more realistic way since the solute electrons experi­
ence a physically reasonable potential at sites of the solvent 
atoms (rather than the vacuum potential that is being used 
in more classical solvent representations). Further im­
provements of these aspects might require more explicit 
representation of the valence orbitals of the solvent (per­
haps by using density-functional treatment for these orbit­
als). 

Another issue that can clearly be explored with the 
present PP approach is the effect of the solvent on the 
mixing between the solute VB states. That is, the EVB 
approach and related approaches consider consistently the 
effect of the solvent on the diagonal matrix elements of the 
solute Hamiltonian (the energies of the covalent and ionic 
states2

). It is assumed, however, that the off-diagonal ma­
trix elements are the same in the gas phase and in solution. 
This assumption can be examined now in a consistent way. 

Perhaps the most obvious extension of the present ap­
proach to chemical reactions in solution is to describe the 
solute by an ab initio valence-bond scheme rather than by 
the EVB method. This would include an explicit calcula­
tion of the off-diagonal element and the quantum-
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mechanical effect of the solvent on this element. The ex­
amination of such an approach is now in progress in our 
laboratory. 

ACKNOWLEDGMENT 

This work was supported by NIH Grant No. GM-
24492. 

I W. J. Hehre, L. Radom, P. v. R. Schleyer, and J. A. Pople, Ab Initio 
Molecular Orbital Theory (Wiley, New York, 1988). 

2 (a) A. Warshel and S. Russell, Q. Rev. Biophys. 17, 283 (1984); (b) A. 
Warshel, Computer Modeling of Chemical Reactions in Enzymes and 
Solutions (Wiley, New York, 1991). 

3 A. Pullman, in Quantum Theory of Chemical Reactions, edited by R. 
Daudel, A. Pullman, L. Salem, and A. Veillard (Reidel, Dodrecht, 
1981), Vol. 2. 

4H. Kistemacher, H. Popkie, and E. Clementi, J. Chern. Phys. 61, 799 
(1974). 

sp. Cremaschi, A. Gamba, and M. Simonetta, Thoer. Chim. Acta 25, 
237 (1972). 

~J. Chandrasekar, S. F. Smith, and W. L. Jorgensen, J. Am. Chern. Soc. 
107, 155 (1985). 

7 J. K. Hwang, G. King, S. Creighton, and A. Warshel, J. Am. Chern. 
Soc. 110,5297 (1988). 

80. Tapia and O. Goscinski, Mol. Phys. 29, 1653 (1975). 
9R. Montagani and J. Tomasi, Int. J. Quantum Chern. 39, 851 (1991). 

10(a) A. Warshel and M. Levitt, J. Mol. BioI. 103,227 (1976); (b) A. 
Warshel, Chern. Phys. Lett. 55,454 (1978); (c) V. Luzhkov and A. 
Warshel. J. Comput. Chern. 13, 199 (1992). 

liS. J. Weiner, U. C. Singh, and P. A. Kollman, J. Am. Chern. Soc. 107, 
2219 (1985). 

12B. T. Thole and P. Th. van Duijnen, Theor. Chern. Acta 55, 307 
(1980). 

13 A. Warshel and R. M. Weiss, J. Am. Chern. Soc. 102,6218 (1980). 
14H. J. Kim and J. T. Hynes, Int. J. Quantum Chern. 24, 821 (1990). 
IS L. Szasz, Pseudopotential Theory of Atoms and Molecules (Wiley, New 

York, 1985). 
16p. Durand and J. P. Malrieu, Adv. Chern. Phys. 67, 321 (1987). 
17 (a) J. Flad, H. Stoll, and H. Preuss, J. Chern. Phys. 71, 3042 (1979); 

(b) P. Fuentealba, H. Preuss, H. Stoll, and V. Szentpaly, Chern. Phys. 
Lett. 89, 418 (1982). 

18 D. Andrae, U. Hiiussermann, M. Dolg, H. Stoll, and H. Preuss, Theor. 
Chern. Acta 78,247 (1991); 77,123 (1990). 

19G. B. Bachelet, D. R. Amann, and M. Schluter, Phys. Rev. B 26, 4199 
(1982). 

20J. Pascale, Phys. Rev. A 28, 632 (1983); E. Czuchaj, F. Rebentrost, H. 
Stoll, and H. Preuss, Chern. Phys. 138, 303 (1989); 136, 79 (1989). 

21M. Krauss and W. J. Stevens, J. Am. Chern. Soc. 112, 1462 (1990). 
22 J. Schnitker and P. J. Rossky, J. Chern. Phys. 86, 3471 (1987). 
23 J. L. Whitten, J. Chern. Phys. 44, 359 (1966). 
24R. G. Parr and W. Yang, Density Functional Theory of Atoms and 

Molecules (Oxford University, New York, 1989). 
2SG. King and A. Warshel, J. Chern. Phys. 91,3647 (1989). 
26 A. Warshel, F. Sussman, and G. King, Biochemistry 25, 8368 (1986). 
27G. M. Torrie and J. P. Valleau, J. Comput. Phys. 23,187 (1977). 
28 A. Warshel and S. Creighton, in Computer Simulations of Biomolecular 

Systems, edited by W. F. van Gunsteren and P. K. Weiner (ESCOM 
Science, Leiden, 1989), pp. 120. 

29M. A. Burgess, Metal Ions in Solution (E1is Harwood, Chichester, 
England, 1978), p. 186. 

J. Chern. Phys., Vol. 97, No.6, 15 September 1992  This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

129.194.8.73 On: Fri, 13 Dec 2013 09:26:31


