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ABSTRACT: Implementation, benchmarking, and represen-
tative applications of the new FDE-ADC(3) method for
describing environmental effects on excited states as a
combination of frozen density embedding (FDE) and the
algebraic-diagrammatic construction scheme for the polar-
ization propagator of third order (ADC(3)) are presented.
Results of FDE-ADC(3) calculations are validated with respect
to supersystem calculations on test systems with varying
molecule−environment interaction strengths from dispersion
up to multiple hydrogen bonds. The overall deviation
compared to the supersystem calculations is as small as
0.029 eV for excitation energies, which is even smaller than the
intrinsic error of ADC(3). The dependence of the accuracy on
the choice of method and functional for the calculation of the environment and the nonelectrostatic part of the system−
environment interaction is evaluated. In three representative examples, the FDE-ADC method is applied to investigate larger
systems and to analyze excited state properties using visualization of embedded densities and orbitals.

1. INTRODUCTION

Quantum chemical calculations are carried out most easily in the
gas phase, but most experimental results are obtained in solution
or solid phase. Therefore, including the effects of the
environment on chemical and physical properties of the
investigated molecule in calculations becomes increasingly
important. Electronically excited states in particular are prone
to the influence of an environment. Excitation energies can be
and usually are shifted, an effect known as solvatochromism.1 A
full supermolecular quantum chemical treatment of a molecule
and its environment, however, can easily exceed the limits of
feasible calculations due to the high scaling factors of state of the
art ab initio methods. Hence, further approximations for
including the effects of the environment are required.
Primarily, two different approaches for including the environ-

ment in an approximative way have been established: implicit and
explicit solvent models. In the former, the environment is usually
described as a homogeneously polarizable medium, like in
polarizable continuum models (PCM),2,3 whereas the latter
explicitly describes the molecules of an environment. This allows
for modeling of specific solute−solvent interactions, for instance,
hydrogen bonds, which cannot correctly be described using
implicit models.4,5 An example for explicit solvent interaction is
the typical QM/MM approach.6

A more recent development in the framework of explicit
environment models is represented by density embedding
methods.7−10 In frozen density embedding theory (FDET)7,11

in particular, the system is divided into two parts: the embedded
system (A) and the environment (B). A is then seen as
embedded into the electronic density of system B, which is kept
unchanged (frozen). Embedded system A can be treated on the
DFT level of theory12−14 but also, as shown in more recent
developments, using wave function-based methods.8,11,15,17,18,41

Furthermore, coupled cluster (CC) in DFT and CC in CC
embedding have been established using methods based on
FDET.16,19−22 The density of the environment is usually
obtained from lower level quantum chemical calculations,11

theories for ensembles,23 or even from experiments. An
embedding potential is then created using the environment
density (ρB(r)) as well as the density of the embedded system
(ρA(r)⃗). In standard form of FDET, herein referred to as
conventional FDET, an iterative scheme is needed to create an
embedding potential that is self-consistent with the wave
function or density of system A.17,18,24,25

The FDET variant used in our approach depends on a
reference density of A ((ρA

ref(r)⃗) and will herein be referred to as
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linearized FDET.26,27 This facilitates the use of the same
embedding potential for all electronically excited states as it
circumvents its state dependence and maintains orthogonality
between the states. It can be used in combination with TD-DFT
and wave function-based excited state methods, the latter of
which lead to more systematic and reliable calculations owing to
the known limitations of TD-DFT.28−30

In this context, the algebraic diagrammatic construction
scheme (ADC) for the polarization propagator in third order is
an established and accurate method to calculate electronically
excited states.31,32 Because it is based on perturbation theory and
on a noniterative ground state method, the inclusion of external
one-particle potentials via the Fock operator is quite
straightforward. The ADC(3) method is Hermitian, size-
consistent, and systematically improvable.33 ADC(3) is in
particular a very accurate excited state method also capable of
describing electronically doubly excited states where ADC(2)
has known limitations.32

In previous work, we have presented the first combination of
FDET and ADC(2).34 In this article, we briefly review the theory
of ADC and FDET in section 2. In section 3 we present the user-
friendly implementation of FDE-ADC up to third order
perturbation theory (FDE-ADC(3)) in a quantum chemical
software package. In section 4, our results are presented, and in
subsection 4.1, the best choice of xc-functional for the calculation
of the embedding potential is investigated. Subsection 4.2 is
denoted to benchmarking of the new FDE-ADC(3) method. In
section 5, representative applications of FDE-ADC methods are
shown. The paper concludes with a summary of the main results
of our work in section 6.

2. THEORETICAL METHODOLOGY
2.1. Algebraic Diagrammatic Construction Scheme for

the Polarization Propagator. The algebraic diagrammatic
construction scheme for the polarization propagator (ADC) is a
size-extensive and Hermitian method for calculation of vertically
excited correlated electronic states. It is based on the Møller−
Plesset partitioning of the Hamilton operator and can therefore
be seen as “perturbation theory for excited states”. A full
derivation of ADC is given in the literature.35−39 As shown
previously,33 ADC can be derived using the intermediate state
(IS) formalism. In this representation, the ADCmatrix is given as
the Hamilton operator shifted by the ground state energy E0

= ⟨Ψ̃| ̂ − |Ψ̃ ⟩M H EIJ I J0 (1)

which leads to a Hermitian eigenvalue problem

Ω= =†MX X X X 1, (2)

with X as the matrix of eigenvectors corresponding to the excited
states, and Ω as the matrix of eigenvalues corresponding to the
excitation energies. In general, the order of perturbation theory
used for the construction of the intermediate state representation
(ISR) determines the order of the ADC scheme. Using second
order perturbation theory (MP(2)) in the IS formalism results in
second order ADC equations (ADC(2)), and using third order
perturbation theory (MP(3)) yields third order ADC equations
(ADC(3)).32,33,35,38,39

2.2. Frozen Density Embedding Theory (FDET) and
Linearized FDET. FDET has been previously derived in the
literature;11,26 however, for completeness, a brief introduction is
given in this section. In FDET, the supersystem is divided into
the embedded system (A) and the environment (B). The density

of the environment, once obtained, is kept frozen through the
whole calculation. An embedding potential vemb(r)⃗ is created
from the densities of both subsystems. This potential is used as an
external potential for the embedded system A, i.e., A is embedded
in the density of B. Because FDET exhibits similarities to QM/
MM approaches, it shares its limitations. One cannot easily break
covalent bonds when dividing a supersystem into the two
fragments. Electronic processes including both fragments, like
charge-transfer excitation from fragment A to B, are difficult to
model. Hence, standard FDET is only applicable for systems
amenable for QM/MM-type of embedding methods. For
describing electronic processes on both fragments like coupled
excitations, special variants of FDET are needed.40

In this work, A is treated using ADC(3) instead of DFT,
whereas the density of B can be computed using either wave
function- or density-based methods. Thus, the FDET total
energy of the supersystem is given as27

ρ ρ ρ ρ

ρ ρ ρ ρ

Ψ = ⟨Ψ | ̂ |Ψ ⟩ + +

+ + +
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nad

A B s
nad

A B
MD

A
(7)

These terms describe the interaction between the embedded
species A and the environment B. Jint[ρA, ρB], VA

nuc[ρB] and
VB
nuc[ρA] correspond to Coulombic electron−electron repulsion,

attraction between electron density of B with nuclei of A, and
attraction between electron density of A with nuclei of B,
respectively. Exc,T

nad [ρA,ρB] describes a nonadditive energy bifunc-
tional and comprises terms for exchange-, correlation-, and
kinetic density functionals. Typically, the ρA-dependent func-
tional ΔFMD[ρA] is neglected in practice because its contribu-
tions are usually small.41 It corresponds to the difference in
describing the embedded system as a real interacting many-
electron system or as a reference system of noninteracting
electrons. In the total energy formulation, the term EvB

HK[ρB]
refers to the energy of the isolated subsystem B calculated at the
Hohenberg−Kohn DFT level of theory. The nonadditive energy
bifunctional is defined as

ρ ρ ρ ρ ρ ρ= + − +E E E E[ , ] [ ] ( [ ] [ ])nad
A B A B A B (8)

Building the functional derivative of the total energy expression
(eq 3) with respect to the electron density of A (ρA), one obtains
the embedding potential vemb(r)⃗, which reads

∫ρ ρ
ρ δ ρ ρ

δρ
⃗ = ⃗ +

′⃗
| ⃗ − ′⃗|

′⃗ +
⃗

v v r v r
r

r r
r

E

r
[ , , ]( ) ( )

( )
d

[ , ]

( )
T

emb A B B B
B xc,

nad
A B

A
(9)

Because the embedding potential, which is used to compute the
electron density of system A, depends itself on the density of
system A, the resulting equation is nonlinear and has to be solved
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iteratively. In the further approximated version of FDET,
denoted as linearized FDET, the electron density of A (ρA) in
the embedding potential is replaced by the constant ground state
reference density ρA

ref. In linearized FDET, the functional
Exc,T
nad [ρA,ρB] is approximated by means of the truncated Taylor

series about some reference density ρA
ref(r)⃗. Higher than linear

terms are neglected.

∫ρ ρ ρ ρ ρ ρ

δ ρ ρ

δρ
ρ ρ ρ ρ ρ
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Then, the total energy expression in linearized FDET is now
linear in ρA and reads

∫ ∫
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The corresponding embedding potential is independent of the
electronic state of the embedded system A and is given as

∫ρ ρ
ρ δ ρ ρ
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Note that eq 11 for energy and eq 12 for potential are self-
consistent. The embedding potential is a functional derivative of
the corresponding contribution to the total energy. This
embedding potential will from here on be denoted as vemb

lin (r)⃗.
It is added to the ground state Hamiltonian, resulting in the
following Schrödinger-like equation

̂ + ̂ Ψ = ϵΨH v( )A emb
lin

A A (13)

In the evaluation of the expectation value of the Hamiltonian, the
expectation value of the embedding potential is also calculated,
which includes all electrostatic and part of the nonelectrostatic
terms.
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Thus, for the evaluation of the total energy expression, eq 11 can
be rewritten as

∫
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Hence, after evaluation of the Hamiltonian including the
embedding potential, only constant, state-independent terms
have to be added. Thus, the excitation energy, which is defined as
the energy difference between different states, simplifies to

Δ = ⟨Ψ | ̂ + ̂ |Ψ ⟩ − ⟨Ψ | ̂ + ̂ |Ψ ⟩E H v H vIJ
J J I I
A A emb

lin
A A A emb

lin
A (16)

because all other terms cancel exactly.

3. IMPLEMENTATION AND COMPUTATIONAL
METHODOLOGY

Continuing our previous work,34 the FDE-ADC algorithm has
been implemented as a module called FDEman into the
quantum chemical program package Q-Chem.42 In this article,
we present for the first time an implementation of FDE-ADC up
to third order for both core and valence excitations, i.e., FDE-
ADC(3) and FDE-CVS-ADC(3).
The procedure of an FDE-ADC calculation comprises four

steps: (a) generation of ρA, (b) generation of ρB, (c) calculation
of vemb

lin (r)⃗, and finally (d) applying vemb
lin (r)⃗ in an FDE-ADC

calculation. In the first step, fragment A is initialized. and a
density matrix in the basis of atomic orbitals at the corresponding
level of Møller−Plesset perturbation theory43,44(MP) is
computed employing the adcman31 module in Q-Chem. This
density matrix (ρA

ref) is stored; in the next step, the environment
fragment B is initialized, and either a Hartree−Fock (HF)45 or a
density-functional theory (DFT)12−14 calculation can be
performed to obtain the density matrix ρB. In a third step, the
two density matrices of A and B are used to evaluate the four
state-independent parts of the embedding potential, which are
the nuclear attraction potential, the Coulombic repulsion
potential, and the exchange-correlation and kinetic energy
nonadditive bifunctional potentials (see eq 12). The expectation
value as well as the derivative of the nonadditive functionals are
calculated using integration on a standard quadrature grid SG-
1.46 In the last step, an FDE-ADC calculation is performed using
the adcman module. For this purpose, system A is initialized
again, and the previously generated embedding potential is
subsequently added to the Fock-Matrix F in the SCF procedure
of the underlying HF calculation.

̃ = + ̂vF F emb
lin

(17)

Because the influence of the environment is included in the
modified orbitals and orbital energies, no changes have to be
made to the ADC equations; thus, it is immediately available for
all variants of ADC and core−valence separated ADC (CVS-
ADC) up to third order.31,32,47−50 Note that, currently, the
algebraic expressions for the ISR in third order are not yet
implemented. Therefore, the density matrices are obtained using
the ADC vectors at third order with the ISR at second order.
Hence, the embedding potential for FDE-ADC(3) is calculated
using the MP(2) density for ρA

ref. Using this approach, it is also
possible to employ other features of ADC, e.g., the wave function
and density analysis utility libwfa,51−53 or the calculation of
spin−orbit coupling elements,54 which are also implemented in
Q-Chem. With these tools, the direct influence of an environ-
ment on the excitations of the embedded system can be
visualized via difference and transition density analysis, attach-
ment and detachment density plots, or generation of excited state
natural orbitals.50,52

In general, the only approximations made in FDE-ADC
besides the intrinsic approximations in the underlying theories of
ADC and DFT are keeping the environment density frozen and
using the linearized approach for FDET.
Currently, two different approaches are implemented to

perform an FDE-ADC calculation: supermolecular expansion
(SE) and reassembling of density matrix (RADM) approaches.
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Although the first variant is useful only for benchmark
calculations, because it provides no computational savings
compared to a supersystem calculation, the second variant can
be used for production calculations as shown in section 5.

The RADM approach is an approximation to SE.34 Using
RADM, system A is calculated twice; the first is in the
supermolecular basis A + B on the HF level of theory obtaining
the HF density matrix. This density matrix contains four blocks:

Figure 1. Graphical representation of the values of the reassembled density matrix (top) and the total embedding potential (bottom) of the example
system uracil (A) and five water molecules (B) in the basis of both subsystems (A + B). For better visibility, the decadal logarithm of the values is shown.
Values below 10−10 are treated as zero and displayed as white in the diagram. The maximum density matrix and maximum potential matrix elements are
2.2762 and 0.6346, respectively.
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AA, AB, BA, and BB. After this, it is calculated again, now in the
basis of A only on the MP(2) level of theory, and a separate HF-
to-MP(2) difference density matrix in the basis of A is generated.
The HF-to-MP(2) difference density matrix is in a following step
added to the AA block of the HF density matrix of the previous
calculation building a density matrix in the basis of A + B on the
MP(2) level of theory in the AA block and on the HF level of
theory on the remaining AB, BA, and BB blocks, which is called
the reassembled density matrix. The environment system B is, as
in SE, calculated in the supermolecular basis A + B. The
subsequent calculation of the embedding potential is performed
in the supermolecular basis as well. However, after the
embedding potential is complete, it is truncated to the AA
block only. This approximation is valid because, in the
supermolecular basis, the values of the embedding potential in
the off-diagonal AB and BA blocks and the values of the density
matrix of A in the BB block are almost zero (see Figure 1). Hence,
in a contraction of the density matrix of A with the embedding
potential, the values in these three blocks vanish and can
therefore be neglected. Consequently, the FDE-ADC calculation
(step d), which is the computationally most demanding step, can
be performed in the basis of A only. In summary, the RADM
approximation consists of an assembling of a density matrix and
the truncation of the calculated embedding potential. Benchmark
calculations have shown that the errors of the FDE-ADCmethod
in general and the error of the RADM approximation in
particular are lower than the intrinsic error of the ADC method
used.34

For the FDE-ADC calculations, a development version of Q-
Chem based on version 4.4 has been used. This implementation
of FDE-ADC in the module FDEman will be available in one of
the upcoming releases of Q-Chem. Molecular pictures were
captured using Avogadro 1.1.0.,55 POV-Ray 3.7.0.RC6,56 Jmol
13.0.14,57 and GaussView 5.0.858

4. BENCHMARKING AND TESTING
4.1. Influence of the Method and Functional on the

Embedding Potential. In this section, various methods for the
calculation of the environment (fragment B) and the generation
of the density ρB are tested. For this comparison, three
representative model systems were used. The first model system
consists of a benzene molecule as system A and a hydrogen
fluoride (HF) molecule placed side-on and almost in-plane with
the benzene ring as the environment ([BZ·HF]). As the second
model system, a benzaldehyde molecule was used as the
embedded system, and two water molecules forming a dimer
and building a hydrogen bond to the oxygen atom of the
benzaldehyde were used as the environment ([BA·2H2O]). The
last model system consists of a uracil molecule for A and five
water molecules as B ([UC·5H2O]). The water molecules exhibit
various hydrogen bonds both among themselves and to the uracil
molecule. This set of systems accounts for various interaction
strengths between the embedded system and environment as
well as different kinds of excited states. Athough the first system
(benzene and HF) shows only weak and polarization-based
interactions, the benzaldehyde is more influenced by the
environment due to the hydrogen bond in addition to the
polarization of the π-system. The uracil system shows intense
interactions between the core system and the environment
including various hydrogen bonds. All three benchmark systems
are shown in Figure 2.
The excited states of all three systems for the supersystem, the

core system alone, and in the FDE-ADC(2) approach have been

studied in great detail previously.34 For all investigations, the
supersystem is optimized at theMP(2)/cc-pVDZ level of theory.
This ensures that no geometrical changes influence the
comparison between the FDE approach and the supersystem
calculation. Because the influence of the computational method,
essentially the choice of xc-functional, for the environment is
here in the focus of the investigation, it suffices to perform the
final FDE-ADC calculation only at the second-order of
perturbation theory.
A large set of methods used to calculate the environment was

chosen including HF, generalized gradient approximation
(GGA)-DFT (BLYP,59,60 PBE,61 BP86,59,62 and PW9163) and
hybrid-DFT functionals (B3LYP,64 BHLYP,59,60 B5050LYP,65

PBE0,66 and SOGGA11-X67). For the evaluation of the
nonadditive bifunctional in the embedding potential, only
explicit density functionals are considered. Hence, the following
GGA-DFT functionals were used to approximate the non-
additive exchange-correlation contribution to the energy and
potential: PBE,61 BLYP,59,60 BP86,59,62 G96corr

68-P86ex,
62

GAM,69 PW91,63 and SOGGA11.70 In all calculations, the
Thomas−Fermi kinetic energy functional71 was used for the
kinetic energy contribution to the FDET energy and embedding
potential. For all calculations, the basis set cc-pVDZ72 was used.
For all systems, the lowest five electronically excited states of

the supersystem were calculated as reference at the ADC(2)/cc-
pVDZ level of theory. For comparison, RADM-FDE-ADC(2)/
cc-pVDZ calculations were performed employing all possible
combinations of the aforementioned methods for the calculation
of the environment with xc-functionals for the calculation of the
embedding potential. Because in all cases the supersystem
calculation serves as reference, deviations in excitation energies
are given relative to the supersystem. Therefore, negative

Figure 2.Molecular structures of the three test systems: benzene with a
hydrogen fluoride ([BZ·HF]) (top), benzaldehyde with two water
molecules ([BA·2H2O])(middle), and uracil with five water molecules
([UC·5H2O]) (bottom).
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deviations of the excitation energy correspond to higher
excitation energies in the supersystem than in the embedded
system.
Because the investigation of the dependence of the FDE-ADC

results on the choice of ρB and on the approximations for
exchange-correlation functional is more or less only a side-aspect
of this paper, only the conclusion is given here. Detailed analyses
and the data supporting these conclusions are available in the
Supporting Information.
To summarize the key results, the test of three different

systems with environment interactions ranging from weak
polarization up to multiple hydrogen bonds shows only marginal
dependence of the accuracy on the choice of functional used to
calculate vemb

lin (r)⃗. Despite the very small differences in the MAEs,
some functionals can be identified to generally perform better
than others in combination with ADC. The most accurate
functionals used for the embedding potentials are the PBE and
PW91 functionals. The least accurate ones are the BLYP and
GAM functionals. A detailed analysis of all our data is given in the
Supporting Information. However, overall the differences are
tiny and probably not relevant in practical calculations.
Regarding the theoretical method used to calculate the

environment density ρB, the differences in accuracy are more
significant. In general, hybrid functionals and HF itself perform
better than functionals without exact exchange. This tendency
becomes particularly visible when strong interactions between
the embedded system and the environment play a role. In these
cases, the accuracy clearly depends on the amount of HF
exchange with the more the better. Additionally, it seems not
advantageous to apply the same xc-functional for the calculation
of ρB and for the embedding potential. In fact, it turns out HF has
the smallest MAE when ADC is used for the embedded system.
The MAEs for all investigated combinations of methods to
calculate ρB and the xc-functional used in the embedding
potential are summarized in Figure 3. A possible explanation for
the observed trend is that the density of the embedded system,
which is calculated using theMP(2) level of theory, is also largely
based on HF theory. This is also the case in the supermolecular

reference calculation. Hence, both densities “match” best when
both are calculated using the same underlying theoretical model,
i.e., HF, as in the supermolecular approach.

4.2. Benchmark of FDE-ADC(3). In this chapter, the first
results for the combination of frozen density embedding (FDE)
with the algebraic-diagrammatic construction scheme of the
polarization propagator of third order (ADC(3)) are presented.
Analogously to the previously demonstrated variant FDE-
ADC(2),34 this new method is referred to as FDE-ADC(3).
According to the benchmark of FDE-ADC(2), the same test set
of (1) [BZ·HF], (2) [BA·2H2O], and (3) [UC·5H2O] will be
employed (Figure 2). As before, the geometries have been
optimized at the MP(2)/cc-pVDZ level of theory for the
supersystem and used for all calculations to exclude energy
differences due to geometry differences. The supersystems and
the isolated core systems (A) were investigated at the ADC(3)/
6-311++G**73−75 level of theory. For the FDE-ADC(3)
calculations, the reassembling of density matrix approximation
(RADM) and the same basis set 6-311++G** was used because
previous studies showed an improved accuracy for FDE-ADC
when diffuse basis sets were employed.34 Only in [BA·2H2O]
was the aug-cc-pVDZ basis set chosen due to convergence issues
in the supersystem calculation using the 6-311++G** basis set.
The RADM approach was chosen because this is the variant
capable of performing productive calculations of larger systems.
The HF method was chosen for the calculation of the
environment density ρB and the PBE functional for the
nonelectrostatic part of the embedding potential because this
combination exhibits the smallest error as shown in section 4.1.
Note that the supersystem calculation is always taken as

reference for both isolated and FDE-ADC(3) results. Hence,
solvatochromic shifts and deviations of FDE-ADC from the
supersystem results are calculated as ωisol − ωsup and ωFDE‑ADC −
ωsup, respectively. As a consequence, a negative value indicates a
larger excitation energy in the supersystem (blue shift). The same
holds for oscillator strengths.

4.2.1. Benzene and Hydrogen Fluoride. Starting again with
the weakly interacting system [BZ·HF], at first, [BZ·HF] and

Figure 3. Mean absolute errors (MAE) of the environment induced excitation energy shifts of the computed states of all three investigated systems
(benzene + hydrogen fluoride, benzaldehyde + two water molecules, and uracil + five water molecules) for all investigated combinations of methods to
calculate the environment density and the functional to calculate the nonelectrostatic part of the embedding potential.
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isolated benzene are investigated. Next, an FDE-ADC(3)
calculation is performed, and the results are compared to the
supermolecular calculations. Although the occupied frontier
orbitals, i.e., the highest occupied molecular orbital (HOMO)
and HOMO−1 are typical π orbitals, the corresponding
unoccupied frontier orbitals, i.e., the lowest unoccupied
molecular orbital (LUMO) and LUMO+1, are not necessarily
the corresponding π* orbitals. Because of the diffuse basis
functions, Rydberg and various other types of virtual orbitals are
present compared to calculations using basis sets without diffuse
basis functions. Therefore, the corresponding π* to the HOMO
and HOMO−1 are LUMO+7 and LUMO+8 in the super-
molecular calculation. The LUMO+1, for example, is a Rydberg
orbital (R) located in the benzene ring plane opposite the
hydrogen fluoride.
The four energetically lowest electronically excited states of

[BZ·HF] were calculated. The S1 and S4 states are (π → π*)
transitions, whereas S2 and S3 are Rydberg states. A detailed
analysis of the excitations is given in Table 1. In isolated benzene,
HOMO and HOMO−1 have π character, whereas LUMO and
LUMO−1 instead are Rydberg orbitals. The energetically lowest
π* orbitals are LUMO+6 and LUMO+7. For isolated benzene,
the lowest four excitations were also calculated. The S1 and S4
states show (π → π*) character, and the S2 and S3 states are
Rydberg states. A more detailed analysis is given in Table 1.
However, it is noticeable, that in the calculations employing
ADC(3)/6-311++G** the solvatochromic shifts differ from the
calculations at the ADC(2)/cc-pVDZ level. While using the
latter, a solvatrochromic blue shift due to hydrogen fluoride
could be observed for states S1 to S4 ((π → π*) transitions),34

two (π → π*) excited states show a small red shift at the
ADC(3)/6-311++G** level of theory. The deviations to the
former calculations at the ADC(2)/cc-pVDZ level are caused by
the 6-311++G** basis set. This has been verified by comparison
to supermolecular results at the ADC(3)/cc-pVDZ level of
theory.
In the RADM-FDE-ADC(3) calculation, the hydrogen

fluoride is modeled by virtue of the embedding potential. The
resulting orbitals look qualitatively identical to the ones obtained
in the isolated benzene calculation. However, because the
orbitals localized at the benzene also did not show any difference
to the isolated benzene orbitals in the supermolecular
calculations, this result is not unexpected. In the supermolecular
calculation, additional orbitals located at hydrogen fluoride are
included, which are by setup not included in the other
calculations. For ease of comparison, this is taken care of in the

orbital numbering, and the orbital numbering of the super-
molecular calculation is generally adapted.
Overall, the FDE-ADC(3) calculation almost shows quanti-

tative agreement with the supermolecular calculation. The S1 and
S4 state exhibit (π→ π*) transition character, and the S2 and S3
states are identified as Rydberg states (Table 1). A diagrammatic
representation of the absorbance shift induced by the environ-
ment, i.e., the difference between supermolecular calculation and
isolated benzene as well as an illustration of the accuracy of the
FDE-ADC(3) method in comparison with the supermolecular
calculation, is given in Figure 4.

The largest deviation in excitation energies is smaller than
0.002 eV and approximately 0.0001 for oscillator strengths when
the FDE-ADC(3) calculation is compared to the supermolecular
ADC(3) calculation. The mean absolute error (MAE) of all four
states in excitation energies is 0.001 eV and 0.0001 for oscillator
strengths, respectively.

4.2.2. Benzaldehyde with Two Water Molecules. Analo-
gously to the previous system, FDE-ADC(3) has been tested for
[BA·2H2O]. In both the supermolecular and the isolated
benzaldehyde calculations, the HOMO, HOMO−1 and

Table 1. Excitation Energies, Oscillator Strengths, And Orbital Transitions for the Four Energetically Lowest Electronically
Excited Singlet States of Isolated Benzene, [BZ·HF], Using the Supermolecular ADC(3) and FDE-ADC(3) Methods Given >10%
Orbital Transitions

excitation energies [eV] and osc. str. orb. trans. weight [%]

state iso.a sup.b FDEc H + x → L + yd iso.a sup.b FDEc

S1 5.049 (0.0000) 5.050 (0.0001) 5.049 (0.0001) 0 → 6 (π → π*) 36.8 37.5e 37.5
−1 → 7 (π → π*) 36.8 34.8e 35.4

S2 6.369 (0.0000) 6.292 (0.0008) 6.293 (0.0007) 0 → 0 (π → R) 79.2 18.0 27.3
0 → 1 (π → R) 57.8 51.9

S3 6.369 (0.0000) 6.310 (0.0000) 6.312 (0.0000) −1 → 0 (π → R) 79.2 18.0 27.5
−1 → 1 (π → R) 56.1 50.4

S4 6.405 (0.0000) 6.396 (0.0000) 6.397 (0.0001) −1 → 6 (π → π*) 42.1 42.0e 42.1
0 → 7 (π → π*) 42.1 40.7e 41.5

aIsolated benzene. bSupermolecular ADC(3). cRADM-FDE-ADC(3). dH = HOMO, L = LUMO, R = Rydberg-type orbital. eAn orbital localized at
the hydrogen fluoride is neglected in counting (see text).

Figure 4. Analysis of the accuracy of FDE-ADC(3) for [BZ·HF].
Excitation energy difference (left) and oscillator strength difference
(right) of the isolated benzene to the supersystem (blue) and the FDE-
ADC(3) calculation using the RADM approximation to the supersystem
(red). The blue bars correspond to the absorbance shift due to the
influence of the environment on the excitation energies and oscillator
strengths (solvatochromic shift), and the red bars indicate the accuracy
of the FDE-ADC(3) calculation in comparison with the ADC(3)
supersystem calculation.
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HOMO−2 exhibit π, π, and n character, respectively. However,
because of the chosen diffuse basis set, corresponding π* orbitals
can be found as LUMO+3 in [BA·2H2O] and LUMO+4 in the
isolated benzaldehyde calculation. Obviously, some orbitals
changed their energetic order due to the effect of the two water
molecules. Further, important π* orbitals arise as LUMO+7 and
LUMO+8 in isolated benzene and as LUMO+9 in [BA·2H2O].
The occupied orbitals HOMO and HOMO−1 are reoriented
when including the water molecules (see Figure 5).

The five energetically lowest excited states have been
calculated both for [BA·2H2O] and isolated benzaldehyde.
However, in none of these systems and independent from the
chosen basis set, the calculations of the fourth excited state (S4)
did converge. In both cases, the first excited state exhibits (n →
π*) excitation character, whereas the states S2, S3, and S5 exhibit
local (π→ π*) transition character. The solvatochromic shift for
benzaldehyde is −0.24 eV for the (n → π*) excitation and
between 0.1 and 0.18 eV for the (π→ π*) excitations. A detailed
overview of the calculated excited states is given in Table 2. The
reorientation of the HOMO and HOMO−1 prevents a direct
mapping of the corresponding transitions between isolated
benzaldehyde and the supermolecular calculation. However,
because the orbitals are still of the same type and form and the
orbital energies are also quite similar, this change does not affect
the character of the excited states themselves.
In the FDE-ADC(3) calculations, the influence of the

environment is very well reproduced. Furthermore, the
reorientation of the HOMO and HOMO−1 is reproduced in
the FDE-ADC(3) calculations (Figure 5). TheMAE in excitation
energies is 0.031 eV and in oscillator strength is 0.0092. The
character of the excited states, compared to [BA·2H2O], is
retained. Whereas S1 has an (n → π*) character, S2, S3, and S5
states exhibit (π→ π*) character. A diagrammatic representation
of the accuracy of the FDE-ADC(3) calculation for [BA·2H2O]
is given in Figure 6.

4.2.3. Uracil with Five Water Molecules. For the last
benchmark system, [UC·5H2O], the same analysis has been
performed. HOMO andHOMO−1 in both the [UC·5H2O] and
the isolated uracil exhibit π character. HOMO−2 andHOMO−3
are n orbitals localized at the oxygen atoms. Calculation of the
five energetically lowest excited states of [UC·5H2O] reveals four
(π→ π*) transitions, i.e., S1, S3, S4, and S5. The S2 state exhibits
(n → π*) transition character. In contrast, in isolated uracil, the
S1 state is an (n→ π*) state, and the states S2−S4 are (π→ π*)
states. For this system, the molecular orbital picture is insufficient
to analyze the character of the excited states properly because
many orbital transitions contribute to the excitation, and the
orbitals themselves change both in form and energetic order

Figure 5. HOMO (left side) and HOMO−1 (right side) of isolated
benzaldehyde (top) of [BA·2H2O] calculated with supermolecular
ADC(3) (middle) and with FDE-ADC(3) (bottom).

Table 2. Excitation Energies, Oscillator Strengths, and Main Orbital Transitions (>10%) for the Five Energetically Lowest
Electronically Excited Singlet Statesa of Isolated Benzaldehyde and [BA·2H2O] Using Supermolecular ADC(3) and FDE-ADC(3)
with the RADM Approximation

excitation energies [eV] and osc. str. orb. trans. weight [%]

statea iso.b sup.c FDEd H + x → L + ye iso.b sup.c FDEd

S1 3.827 (0.0002) 4.063 (0.0003) 4.038 (0.0002) −2 → 3 (n → π*) 63.4f 63.5 65.5
S2 4.554 (0.0110) 4.454 (0.0188) 4.476 (0.0157) 0 → 3 (π → π*) 19.0f,g 53.1g 52.0

−1 → 3 (π → π*) 36.2f,g 5.2g 7.6
−1 → 8 (π → π*) 12.9

S3 5.334 (0.2827) 5.160 (0.2878) 5.207 (0.3006) −1 → 3 (π → π*) 24.0f,g 66.3g 66.0
0 → 3 (π → π*) 54.0f,g 8.7g 12.1

S5 6.476 (0.3487) 6.368 (0.3084) 6.399 (0.2874) 0 → 8 (π → π*) 19.3g 6.1h

0 → 3 (π → π*) 16.5g 17.1h

−1 → 3 (π → π*) 19.0g,f 4.5h

0 → 7 (π → π*) 13.8g,h

−1 → 8 (π → π*) 10.0g,h 13.8g,h 36.7h

−1 → 12 (π → π*) 13.5g,h

aNote that the S4 state did not converge in all calculations.
bIsolated benzaldehyde. cSupersystem ADC(3) calculation. dRADM-FDE-ADC(3). eH =

HOMO, L = LUMO. fA Rydberg orbital is neglected in counting, i.e., LUMO indices reduced by 1 to match the numbers. gBecause HOMO and
HOMO−1 are differently oriented in biso. and csup., the energetic numbering might not necessarily match. hBecause various Rydberg orbitals change
their energetic ordering, orbital indices might not match.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.7b00461
J. Chem. Theory Comput. 2017, 13, 4711−4725

4718

http://dx.doi.org/10.1021/acs.jctc.7b00461
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jctc.7b00461&iName=master.img-005.jpg&w=198&h=257


between isolated uracil and [UC·5H2O]. Therefore, natural
transition orbitals (NTOs)76−78 have been calculated and
analyzed to characterize the excited states. These NTOs reveal
the S1 state of isolated uracil to correspond to the S2 state of [UC·
5H2O], whereas the S1 state of the supersystem corresponds to
the S2 state of isolated uracil. The S3 state is identical in both
cases, and the S4 and S5 states in [UC·5H2O] exhibit different
character than any of the calculated states of isolated uracil.
These states are energetically lowered by the environment. An
electronic state of [UC·5H2O] corresponding to the S4 state of
isolated uracil could not be identified. To facilitate comparison of
corresponding states, each state is assigned to a Greek letter
based on its character and not on its energetic order (see Table
3).
In the FDE-ADC(3) calculation, the effect of the environment

on the embedded system is generally well reproduced. HOMO
and HOMO−1 exhibit π character, HOMO−2 and HOMO−3
show n character, and each is localized on one oxygen atom. The
excited states have the same character and energetic order as in
the supermolecular calculation. With an MAE of 0.053 eV for
excitation energies and 0.01 for oscillator strengths, the excited
state properties are also in good agreement with the super-
molecular calculation. This is displayed in Figure 7. However,
because the S5 state did not converge in the isolated uracil
calculation and the S4 state differs from the S4 state in the
supermolecular calculations, these values are excluded from the
comparison. Additionally, because the energetic order of the

states changes from isolated uracil to [UC·5H2O], the
comparison is based on the character of the states and the
assingment has been done according to the supermolecular
results.

5. REPRESENTATIVE APPLICATIONS OF FDE-ADC
After benchmarking FDE-ADC(3) in the previous section, the
potential of the FDE-ADC method shall be demonstrated at
three representative examples, which comprise computations of
larger systems. For these, supermolecular calculations at the
ADC(3) level are no longer feasible, and instead, the RADM
approximation has to be employed. In the first example, the
excited states of benzoquinone solvated in methanol are
investigated. In the second example, the photoswitch spiropyran
dissolved in water is analyzed and compared to QM/MM
calculations from the literature.79 In the third example, the core-
excited states of CO@C60, a CO molecule caught in a C60
fullerene, are calculated using the core−valence-separated FDE-
CVS-ADC method. The different influences of a C60 cage on the
core excitations in carbon monoxide are investigated.

5.1. Excited States of p-Benzoquinone in Methanol. To
simulate p-benzoquinone in methanol solution, a p-benzoqui-
none molecule was surrounded by 42 methanol molecules.
Benzoquinone was chosen as an example because it is a
symmetric molecule of moderate size, has a delocalized π-
electron system, can act as hydrogen bond acceptor, and exhibits

Figure 6. Analysis of the accuracy of FDE-ADC(3) of [BA·2H2O].
Excitation energy difference (left) and oscillator strength difference
(right) of the isolated benzaldehyde to the supersystem (blue) and the
FDE-ADC(3) calculation using the RADM approximation to the
supersystem (red). The blue bars correspond to the solvatochromic
shift, whereas the red bars indicate the accuracy of the FDE-ADC(3)
calculation in comparison with the supermolecular ADC(3) calculation.

Table 3. Excitation Energies and Oscillator Strengths for the Five Energetically Lowest Electronically Excited Singlet States of
Isolated Uracil, [UC·5H2O], at the Supermolecular ADC(3) Level as Well as at the FDE-ADC(3) Level with the RADM
Approximation

excitation energies [eV] and osc. str. transition character

state iso.a sup.b FDEc iso.a sup.b FDEc

S1 5.015 (0.0000) 5.123 (0.2534) 5.199 (0.2235) (n → π*)(α) (π → π*)(β) (π → π*)(β)
S2 5.299 (0.2454) 5.764 (0.0000) 5.668 (0.0000) (π → π*)(β) (n → π*)(α) (n → π*)(α)
S3 5.716 (0.0027) 6.193 (0.0130) 6.208 (0.0132) (π → π*)(γ) (π → π*)(γ) (π → π*)(γ)
S4 6.330 (0.0341) 6.383 (0.1014) 6.456 (0.0957) (π → π*)(δ) (π → π*)(ϵ) (π → π*)(ϵ)
S5 6.627 (0.2207) 6.631 (0.2069) (π → π*)(ζ) (π → π*)(ζ)

aIsolated uracil. bSupermolecular ADC(3). cRADM-FDE-ADC(3).

Figure 7. Analysis of the accuracy of FDE-ADC(3) for [UC·5H2O].
Excitation energy difference (left) and oscillator strength difference
(right) of the isolated uracil to the supersystem (blue) and the FDE-
ADC(3) calculations using the RADM approximation to the super-
system (red). The blue bars correspond to the solvatochromic shift, and
the red bars indicate the accuracy of the FDE-ADC(3) calculation in
comparison to the supermolecular ADC(3) calculation. The results for
states S4 and S5 of isolated uracil are excluded.
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low-lying electronically excited states with both single and double
excitation character. Therefore, a quantum chemical method
including doubly excited configurations in more than zeroth
order of perturbation theory, like ADC(3), is needed to describe
the excitations properly.32 Because benzoquinone is soluble in
moderately polar solvents, methanol was chosen as the
environment. The supersystem is shown in Figure 8.

Isolated benzoquinone was optimized at the MP(2)/cc-pVTZ
level of theory. This geometry serves as the reference for gas-
phase calculations. Additionally, the supersystem of benzoqui-
none and 42 methanol molecules placed around the
benzoquinone was fully optimized at the DFT/ωB97X-D380/
6-31G* level of theory. The initial structure was createdmanually
and has been preoptimized using a generic force field. The
optimized structure was used for investigating the effects of the
environment. The obtained structure is just one possible
representative simulating an environment, and for the purpose
here, it is not necessary to be the energetically lowest possible
structure. The two energetically lowest excited states of p-
benzoquinone are investigated at the ADC(3)/6-311G** level
of theory for the two isolated benzoquinone structures, i.e., one
optimized at the MP(2) level in the gas phase and the other cut
out of the methanol environment, and at the FDE-ADC(3)/6-
311G** level of theory for the supersystem. For the FDE-
ADC(3) calculation, the RADM approximation was used, the
density of the environment was calculated at the HF level of
theory, and the nonelectrostatic part of the embedding potential
was calculated employing the PBE functional. In the gas phase,
these states are with excitation energies of 2.840 and 2.999 eV
close in energy. Both are (n → π*) states each containing
transitions from both n orbitals localized at the oxygen atoms.
Therefore, both excited states have no oscillator strength (both
0.000). The excitation character is visualized by attachment and
detachment densities (Figure 9). The detachment density is the
part of the total electron density that is removed upon excitation
and replaced by the attachment density. In combination, they
unambiguously characterize the electronic transition.
A very similar excitation pattern is obtained for the

supersystem-optimized isolated benzoquinone structure. Both
S1 and S2 exhibit (n → π*) transition character. Because the
geometry is slightly different, the excitation energies also vary

slightly and correspond to 2.893 and 3.077 eV for S1 and S2,
respectively. The oscillator strengths of both states are still zero,
and the attachment and detachment densities are practically
identical to the gas-phase picture. However, they are slightly
distorted due to the solvation-induced changes in the geometry
(Figure S1).
A different picture is obtained when the environment is

included via FDE. Whereas the excitation energy of the first
excited state is almost identical to the isolated calculation in the
supersystem-optimized geometry, the excitation energy of the
second excited state is increased by ∼0.23 eV. Although both
excited states are still (n→ π*) states, they are now localized on
one of the oxygen atoms each. The environment induces a
separation and localization of the two excited states. This is nicely
identified by the attachment and detachment densities (Figure
10).

5.2. Transition Densities of Spiropyran in Water.
Spiropyran is a molecular photoswitch that undergoes a ring-
opening and isomerization reaction upon irradiation with UV
light.81−83 The photoisomerization process has been investigated
spectroscopically using femtosecond vis-pump/vis- and IR-
probe spectroscopy,84,85 and previous QM/MM calculations
on spiropyran in water demonstrated only a small influence of
water on the vertical excitations and photochemistry of
spiropyran.79 The energetically lowest excited states have been
characterized as “bright” and “dark” states, indicating the
difference in oscillator strengths. Occupying the bright state
leads to a ring-opening reaction to merocyanine. These two
important excited states could be identified in the presence of the
water environment as well.79 This finding shall here be verified
using FDE-ADC.
A supersystem of spiroypran and 100 water molecules

arranged in at least two solvation shells around spiropyran was
created manually and fully optimized at the DFT/ωB97X-D3/6-
31G* level of theory after a preoptimization using a force field.

Figure 8. Supersystem of benzoquinone (balls and sticks, embedded
system (A)) and 42 methanol molecules (environment (B)).

Figure 9. Detachment (left) and attachment (right) densities of the S1
(top) and S2 state of isolated gas-phase benzoquinone.

Figure 10.Detachment (left) and attachment (right) densities of the S1
(top) and S2 state (bottom) of benzoquinone embedded in 42methanol
molecules at the FDE-ADC(3) level of theory.
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This structure is used for the calculation of vertical excitation
energies of isolated spiropyran as well as of the embedded system
using FDE-ADC.
The calculations of the excited states have been performed at

the ADC(2)/cc-pVDZ and FDE-ADC(2)/cc-pVDZ levels of
theory. For the FDE-ADC(2) calculation, the environment
density was calculated using HF, and the nonelectrostatic part of
the embedding potential was calculated using the PBE functional.
The geometry of the supersystem is shown in Figure 11.

The two energetically lowest excited states were calculated and
analyzed using natural transition orbitals (NTOs).76−78 NTOs
are orbitals specific for one excitation and describe the electron
transition itself. NTOs always come in pairs: one representing
the particle and the other representing the hole. Both share the
same eigenvalue, which corresponds to the contribution of this
pair to the total excitation. Although it is mathematically not fully
correct, for the sake of simplicity, the nomenclature used for
molecular orbitals is also applied here. Therefore, the hole NTO
exhibiting the highest eigenvalue is labeled “highest occupied
natural transition orbital” (HONTO) and the corresponding
particle NTO sharing the same eigenvalue is labeled “lowest
unoccupied natural transition orbital” (LUNTO). The NTO
pairs exhibiting lower eigenvalues follow the same scheme
(HONTO−1, LUNTO+1, ...).
In isolated spiropyran, the S1 and S2 states exhibit excitation

energies and oscillator strengths of 4.172 eV (0.0506) and 4.434
eV (0.0084), respectively. Analyzing the corresponding NTOs,
the S1 state can be identified as local (π→ π*) transition on the
benzopyran moiety and the S2 state as a charge-transfer state
from the indoline moiety to the benzopyran side. The leading
NTO pairs for both the S1 and S2 states are shown in the
Supporting Information. They are qualitatively identical to the
NTOs shown in Figure 12.
In the FDE-ADC(2) calculation, the excitation energy of the

S1 state is increased, whereas the excitation energy of the S2 state
is decreased. The excitation energies and oscillator strengths of S1
and S2 are now 4.222 eV (0.0438) and 4.265 eV (0.0096),
respectively; however, their transition character is not changed
compared to that of isolated spiropyran. The leading NTO pairs
of the two energetically lowest excited states are given in Figure
12.
These results confirm previous studies of spiropyran in water

on the QM/MM level of theory.79 The water environment shifts

the vertical excitation energies slightly but does not affect the
photochemistry of spiropyran significantly, it still functions as a
photoswitch in water.

5.3. Core Excited States of Carbon Monoxide in
Fullerene. For the computation of core-excited states, the
core−valence separation can be employed within ADC schemes,
and an efficient computer program has recently been
developed.47−50 This dramatically facilitates the calculation of
energetically high lying core-excited states.
In this section, the influence of a C60 cage on the core

excitations of a carbon monoxide incorporated in C60 are
demonstrated. For that purpose, CO@C60 was created and fully
optimized at the DFT/ωB97X-D3/6-31G* level of theory. The
system is shown in Figure 13.

For comparison, the five energetically lowest (C1s) core-
excited states were calculated at the CVS-ADC(2)-x/6-311+
+G** level of theory for isolated CO. The core-excited states S1

c−
S5
c exhibit the following character: (C1s → π*), (C1s → π*), (C1s
→ σ*), (C1s → π*), and (C1s → π*), respectively. The
corresponding excitation energies are given in Table 4. S1

c and S2
c

as well as S4
c and S5

c are degenerate.
Employing the FDE-ADC approach for including the effect of

C60, the five energetically lowest core excited states were
recalculated including the embedding potential obtained from an
HF calculation for the electron density of C60 and the PBE
functional for the nonelectrostatic part of vemb

lin (r)⃗ using the
RADM approximation. Including the environment in the
calculation of core excited states via FDE-CVS-ADC shows

Figure 11. Supersystem of spiropyran (balls and sticks, embedded
system (A)) surrounded by 100 water molecules (environment (B)).

Figure 12. HONTO (left) and LUNTO (right) of the S1 (top) and S2
(bottom) states of spiropyran calculated with FDE-ADC(2).

Figure 13. CO@C60 drawn as balls and sticks (embedded system (A))
and C60 molecule (environment (B)).
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only small influences. All calculated C1s core-excited states are
very similar to the results obtained for isolated CO regarding
energies as well as properties and characters. This is verified by
difference density analysis. The largest energetic shift is observed
for the S3

c state with ∼0.2 eV. The excitation character of all five
calculated states is retained. However, because C60 breaks the
symmetry of CO, S1

c and S2
c as well as S4

c and S5
c are not fully

degenerate any more. In Table 4, the excitation energies and
oscillator strengths for the five energetically lowest C1s core
excitations are given.
The difference density plots for the core-excited states of

CO@C60 obtained using the FDE-CVS-ADC method are
qualitatively identical to the ones obtained for isolated CO.
Note that in the core-excited difference density plots most of the
change in electron density is due to orbital relaxation effects.50

The difference densities for the five energetically lowest C1s core-
excited states S1

c to S5
c obtained using FDE-CVS-ADC(2)-x are

shown in Figure 14.

6. SUMMARY AND CONCLUSIONS
In this article, the implementation and application of the FDE-
ADC approach up to third order of perturbation theory based on
the combination of linearized FDET and ADC is presented. A
previously published interface-based approach using both
Molcas and Q-Chem34 has been improved to a user-friendly
Q-Chem-only implementation. Beyond a more straightforward
application of FDE-ADC in general, this also enables the use of

additional features already contained in theadcmanmodule, for
example, the core−valence separation (CVS) and wave function
analysis tools (WFA). The implementation comprises now all
available levels of ADC up to third order. The embedding
scheme can be carried out in two different molecular orbital
expansions. The supermolecular expansion expresses the
embedding potential in the basis of both embedded system
and environment and is only intended for benchmarking
purposes of FDE-ADC. For productive calculations, the
RADM approach is available in which the embedding potential
is expressed only in the basis of the embedded system.
In the first tests and benchmarks, the choice of method used to

calculate the environment density ρB using HF and DFT with
various functionals and the choice of functional used to calculate
the nonelectrostatic part of the embedding potential was
evaluated. For this purpose, three benchmark systems have
been employed: (1) benzene with one hydrogen fluoride
molecule [BZ·HF], (2) benzaldehyde with a hydrogen-bonded
water dimer [BA·2H2O], and (3) uracil with five hydrogen-
bonded water molecules [UC·5H2O]. In summary, almost no
dependence of the results on the employed functional for the
calculation of the embedding potential could be observed. For
the choice of the method used to calculate the environment, it
could be seen that HF performs best and that theMAE is reduced
with increasing amount of HF exchange. It is possible this
behavior is due to the better match of an HF-based density for
the environment with the HF/MP2-based density of the
embedded system.
The same test systems were used to benchmark the accuracy of

the new FDE-ADC(3) method by comparison to super-
molecular calculations at the ADC(3) level of theory. For the
FDE-ADC(3) calculations, HF and the functional PBE were
chosen for the calculation of the environment density and the
nonelectrostatic interaction, respectively. In all cases, the five
energetically lowest excited states were calculated. TheMAEs for
the three systems are 0.001 eV for excitation energies and 0.0001
for oscillator strength for [BZ·HF], 0.031 eV (EE) and 0.0093
(OS) for [BA·2H2O], and 0.053 eV (EE) and 0.01 (OS) for
[UC·5H2O]. This demonstrates the accuracy of the introduced
FDE-ADC(3) method for very weak dispersive system−
environment interactions up to very strong interactions via
multiple hydrogen bonds.
In the last section, three representative applications of FDE-

ADC on larger systems are presented. The splitting of two nearly
degenerate (n → π*) excited states of benzoquinone due to a
methanol environment is analyzed. The influence of a water
environment onto the excited states of the photoswitch
spiropyran is investigated, and the influence of the C60 cage
onto the C1s core-excited states of CO in CO@C60 is computed
using FDE-CVS-ADC. In all three cases, the specific excitation
properties are visualized by transition and difference density
analyses.
In a future extension of the FDE-ADC implementation, the so-

called monomer expansion (ME) will be implemented. In this
approach, each subsystem is calculated in its own molecular
orbital basis only, and thus, the error introduced by the
truncation of the embedding potential as done in RADM is
omitted. Furthermore, we intend to combine FDET with other
wave function-based methods like coupled cluster theory,86

which is quite straightforward in our implementation of
FDEman.
In summary, the presented FDE-ADC implementation gives

access to include explicit environment influences on the

Table 4. Excitation Energies and Oscillator Strengths of the
Five Energetically Lowest C1sCore Excitations of Isolated CO
and CO@C60 Using the FDE-CVS-ADC(2)-x Method

core-excited states C1s

state iso. CVS-ADC(2)-x FDE-CVS-ADC(2)-x

S1 287.730 (0.071) 287.656 (0.073)
S2 287.730 (0.071) 287.659 (0.073)
S3 293.299 (0.004) 293.493 (0.003)
S4 294.577 (0.010) 294.593 (0.006)
S5 294.577 (0.010) 294.628 (0.007)

Figure 14. C1s core-excited difference density plots of S1
c (top left), S2

c

(top right), S3
c (middle left), S4

c (middle right), and S5
c (bottom) of CO@

C60 calculated using FDE-CVS-ADC(2)-x. The difference density plots
for isolated CO are practically identical.
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excitation process. Exhibiting an error lower than the intrinsic
error of the used ADC method32 makes FDE-ADC a reliable
“black box” method for embedded systems in extended
environments.
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(21) Höfener, S.; Visscher, L. Wave Function Frozen-Density
Embedding: Coupled Excitations. J. Chem. Theory Comput. 2016, 12,
549−557.
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(84) Kohl-Landgraf, J.; Braun, M.; Özco̧ban, C.; Gonca̧lves, D. P. N.;
Heckel, A.; Wachtveitl, J. Ultrafast Dynamics of a Spiropyran inWater. J.
Am. Chem. Soc. 2012, 134, 14070−14077.
(85) Kohl-Landgraf, J.; Braun, M.; Özco̧ban, C.; Goncalves, D.;
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