Workshop on Tools and Technologies for Emotion Awareness in Computer-Mediated Collaboration and Learning.

Michalis Feidakis1,                  mfeidakis@aegean.gr  
Thanasis Daradoumis1,2 

daradoumis@aegean.gr  

Santi Caballé2
scaballe@uoc.edu 

1Department of Cultural Technology and Communication (D.C.T.C), School of Social Sciences, University of Aegean, Mytilini, Greece

2Department of Computer Science, Multimedia and Telecommunications,

Open University of Catalonia, Barcelona, Spain

Proposed paper title: “Building emotion-aware features in Computer Supported Collaborative Learning (CSCL) systems”

Keywords: affective computing, affective feedback, emotion awareness, design, emotion detection, e-learning, emotion measurement, implementation, sentiment analysis.
Introduction – In Social Psychology, concept representations are both intrapersonal and interpersonal. The person’s thoughts are communicated through the channel of a social representation to another mind [1]. Together with the interchange of ideas, is the interchange of emotions, as they expressed in physical body states (facial expressions, voice intonations, body postures, etc.) so that humans communicate their subjective experiences with one another. One main pitfall in CSCL environments is the tendency to focus on the learning benefits and the cognitive outcomes attained, while ignore, neglect or forgot the socio-emotional dynamics that unfold in social interactions [2]. Students, however, need to trust each other, feel a sense of warmth and belonging, and feel close to each other before they will engage wilfully in collaborations [2]. Expert teachers are very adept at recognizing and addressing the emotional states of students and, based upon impressions, taking some action that positively impacts learning [3]. Shouldn’t expert systems do the same?
Emotion awareness entails the detection of emotion signals, recognition of emotion patterns and affective response. This process is imprinted in human brain from their very first days. In contrast with human-to-human communication, computer supported collaborations still lack in rich-expressive, usable, and above all, customisable multimedia interfaces for users to report their emotional state in an unobtrusive and non-invasive way. Moreover, we are far from adequate empirically proven strategies to address the presence of emotions in learning [4]. There is still a need for more realistic, in-context studies to investigate successful affective collaborative learning sequences that propel social interaction [5]. 
Focus -1: Emotion awareness in CSCL
Initial step in emotion awareness is to consider thoroughly what we wish to measure or evaluate. There are two prevailing approaches: the information processing and the interactionist [6]. The information processing approach treats emotion as an entity similar to information that is communicated from one person to another, while the interactionist approach sees emotion as a social and cultural product. Their difference lies in the decryption process of the emotion signal: the interactionist approach simply skip this process. In the information processing approach scientists use either labels (verbal or pictorial) to classify emotions (basic, secondary, tertiary etc.) or gradual emotion dimensions (i.e. arousal, valence, intensity, duration, frequency) to project user’s state in an emotional space [7].
In our work, we have developed an emotion model [5] based on the theories of the Learning Cycle [3], Flow [8] and the Academic emotions [9], applying both basic emotion and emotion dimension strategies. It represents a two-dimension emotion space defined by the valence (negative/ positive, y-axe), and activation (deactivate/activate, x-axe) emotion dimensions, evaluating 16 emotional states (8 positive: flow, joy, excitement, etc. and 8 negative: embarrassment, confusion, anger etc). Our experimentation includes validating and informing our model by recording emotion sequences as they unfold over time, while taking part in CSCL tasks i.e forums, wikis, virtual collaborative sessions, storyboards etc. Our focus is on exploring affective learning sequences that lead to high task performance, based on cluster analysis. 

The impact of affective feedback is also examined from a cognitive (user’s task performance), as well as an emotional (user’s emotional state) perspective. We apply both task-based (change the sequence of learning tasks) and empathetic (trigger an agent’s affective response, parallel or reactive) affective feedback, based on the emotion recognition results. A future and prominent step is to enrich our affective feedback mechanism with practices that have been tested and evaluated for years in Social and Emotional Learning-SEL applications (e.g. PATHs, Transaction Analysis, Social Development Curriculum, Resolving Conflict Creatively, Self Science, 6Seconds) [10].
Focus -2: Affective computing and CSCL: Affective computing was established by Picard's visionary book [11] as a new interdisciplinary field with input from psychology, cognitive science, neuroscience, sociology, education, and psychophysiology. Thirteen years later in their extensive review, Calvo and D'Mello [12] provide evidence about the progress that has been attained in the field since then. 
Emotion detection or measurement tools fall into three main categories: (a) Psychological: First person, subjective report using verbal questionnaires or pictorial scales (b) Physiological: Use of sensors to capture biometric signals e.g. electromyogram-EMG, electrodermal activity-EDA, electrocardiogram-EKG or ECG, electrooculogram-EOG, blood volume pulse-BVP etc. (c) Behavioral: Observation or capturing of motor-behavioural activity e.g., facial expressions, voice intonation, body posture, sentiment analysis of logs or text input, etc [7]. Each group has its strengths and weaknesses and the final selection depends on the setting (in lab, during studying, in class or test etc.), the issues of measurement we want to cope with (consciousness, duration, etc), the time and money that we are able to spend. In previous work [10], we have specified the design criteria of objectiveness (implicit/explicit), obtrusiveness (user’s experience of the medium), invasiveness (in context with education setting), cost and special expertise of equipment and universality.
Emotion detection can be applied: (a) Before the task: Record respondent’s mood and disposition before accomplishing a specific learning task, to initialise the system -groups and roles in subsequent collaborative tasks can be based on the prospective assessment of their affective state. (b) In parallel with the task: The respondent’s affective state is monitored together with his/her learning performance (c) After the task: Retrospective emotion measurement refers to the evaluation of the respondent’s affective state right after the task (i.e. after a quiz or test) or in deferred time. The latter is aiming at annotating past sessions (e.g. forums, chats etc.) with emotion information by exploiting observation (i.e. observe motor-behaviour signals in video files or images) or sentiment analysis & opinion mining techniques (classify posts based on their affective content) [5].
The output of the emotion detection/measurement process is directed to the emotion recognition mechanism that employs computer intelligent classification algorithms (neural networks, decision trees, bayesian networks, fuzzy systems, genetic algorithms, etc) to recognise the emotion pattern. 

In our work [5], we have implemented an emotion detection mechanism that records emotion, both in a user-aware and transparent way: (a) Explicitly, by offering the respondent student-friendly, less obtrusive (use of coloured image-buttons and sliders), less invasive (can be use in parallel with the task as a pop-up window), cross-platform (uses standard HTML, Javascript, PHP, MySQL) and playful interfaces to report their emotions. (b) Implicitly, by employing sentiment analysis and opinion mining to mine sentiments in the respondent’s text input, based on lexicon analysis. These two inputs are directed in our emotion recognition mechanism that employs Fuzzy tables to define the emotion pattern. The output of the emotion recognition process triggers the respective empathetic response of an animated affective avatar, providing emotion scaffolds to the user. 
Our future plans include: (a) the dissemination of our emotion-meter interfaces for broader experimentation and quantitative analysis, (b) their adaption to hardware interfaces (i.e. the numeric pad, to the mouse wheel) for more instant response, (c) the mining of affective sequences, and finally, (d) the adoption of more sophisticated computer intelligence methods (i.e. Neural Networks) into the emotion recognition process to improve our affective agent’s emotional intelligence.
Conclusion – In the current paper, we have discussed ways to fortify CSCL environments with the necessary emotion-aware features to address the emotional states of the collaborators, and based on computer intelligence to respond affectively. We have also briefly described a system’s implementation that provide implicit (sentiment analysis) and explicit (self-report) emotion detection, emotion recognition (fuzzy tables), and task-based (change the learning sequence) and empathetic (affective agent) affective feedback. Future steps include evaluating our model in real education settings with the ultimate aim to investigate the impact of emotion intelligence in learning.
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