
Theory
• The joint probability density is approximated

thanks to two neural networks (mappers).

• Several lower bounds to the true mutual information are in turn lower bounded.

• Many common adversarial auto-encoders (AAEs) and generative adversarial networks (GANs) deep 
learning models can be expressed using subparts of the Turbo-Sim framework.

Turbo-Sim: a generalised generative 
model with a physical latent space

Maximises the mutual 
information between x and z̃

Direct direction Reverse direction

Guillaume Quétant, Mariia Drozdova, Vitaliy Kinakh,
Tobias Golling, Slava Voloshynovskiy

Contact: guillaume.quetant@unige.ch

Introduction
Turbo-Sim is a generalised framework which gives an interpretation
derived from principles of information theory to several deep 
learning models.

• It maximises mutual information between data and latent spaces.
• It can be used as a generative model for particle physics.
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Results
We focus on double top quarks production in proton–proton collision subsequently decaying into b-quarks 
and W-bosons which in turn decay into a pair of light leptons and a pair of light quarks:

Physical spaces

Comparison
We compare our results with another method applied to the same 
data thanks to the Kolmogorov-Smirnov distance metric.

Turbo-Sim is better at:
• Sampling the data space i.e. being a generative model
• Reconstructing underlying objects i.e. learning the physics
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