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Abstract

We consider integer-valued random walks with independent but not identi-
cally distributed increments, and extend to this context several classical esti-
mates, including a local limit theorem, precise small-ball estimates (both condi-
tional on the final point and unconditional), and bounds on the probability that
the random walk trajectory remains positive up to a given time (again, both
conditional on the final point and unconditional). Two key features of this work
are that the bounds are non-asymptotic, holding true for finite time horizons,
and, crucially, that the latter hold uniformly over an entire class of admissible
increment sequences. This provides a robust framework for applications. These
results are, in particular, tailored for the analysis of processes derived through a
time-dependent tilting of the increments of a time-homogeneous random walk.

1 Introduction and main results

1.1 Motivations and existing results

Let (Xk)k≥1 be independent and identically distributed (i.i.d.) Z-valued random vari-
ables. Given a starting point u ∈ Z, the associated random walk (Sn)n≥0 is defined by
S0 = u and Sn = Sn−1 +Xn for n ≥ 1.

It is often extremely useful across various contexts to consider a tilted version of
the increments (Xk)k≥1, and consequently of the random walk (Sn)n≥0. Specifically,
fix two real numbers a < b and, for each k ≥ 1, let tk ∈ [a, b]. A new sequence of
random variables (X̂k)k≥1 is then defined by

∀ℓ ∈ N, P (X̂k = ℓ) =
etkℓ

E(etkXk)
P(Xk = ℓ),

and the associated random walk is denoted by (Ŝn)n≥0. Let us also denote by (S̄n)n≥0

the random walk with centred increments X̄k = X̂k − E(X̂k).
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While the new increments (X̂k)k≥1 (or (X̄k)k≥1) remain independent, they are,
in general, no longer identically distributed due to the time-dependent tilt tk. The
restriction that the latter parameters belong to the compact interval [a, b] ⊂ R ensures
a degree of uniformity for the tilted distributions.

The resulting time-inhomogeneity unfortunately precludes the use of various clas-
sical estimates that rely on the i.i.d. nature of the increments. These include, for
example, estimates on the probability that the walk stays positive for a time n (possi-
bly conditioned on its position at time n), as well as small-ball estimates (also possibly
conditioned on the position at time n). We refer to [2], and references therein, for a
treatment of the i.i.d. case.

Our primary goal in this work is to provide extensions of such classical results that
are valid, in particular, for this specific class of time-inhomogeneous random walks.

We emphasize that while similar estimates have been derived for time-inhomoge-
neous random walks (in particular in [3]), the focus was on obtaining sharp estimates
for the asymptotic behavior (i.e., as n → ∞) for a fixed sequence of increments.

In contrast, we are interested in estimates valid for a fixed, finite time n, and
uniform over any admissible sequence of increments. Moreover, we are satisfied with
non-sharp bounds – that is, upper and lower bounds that differ by a multiplicative
constant. We are not aware of results of this type in the existing literature.

We have strived to formulate our results in a manner that allows for their easy
importation into other research. To maximize their potential usability, we also tried to
weaken the moments assumptions far beyond what would be needed to treat the tilted
random walks described above. Two direct applications of the results of this paper are
presented in [6], which considers a one-dimensional random walk constrained to stay
above a macroscopic concave obstacle, and [4], which analyzes an effective model of a
polymer hanging in a gravitational field.

1.2 Main results and roadmap to the paper

We present now, in a somewhat informal way, the main results derived in this work,
with references to the precise statements that can be found later in the paper.

Let us denote by (Sn)n≥0 the time-inhomogeneous random walk, with independent
increments (Xk)k≥1; we shall write Pu(·) = P (· |S0 = u). A complete description of
our general setup and assumptions is provided in Section 2. The main assumption is
a form of uniformity of the increments distributions.

1.2.1 Local limit theorem

The first result, which is also an important tool in deriving the “bridge” version of some
of our other claims, is a version of the local limit theorem for a time-inhomogenous
Z-valued random walk. It applies in the whole Gaussian regime, i.e., it provides sharp
Gaussian approximation for P0(Sn = y) for any y satisfying |y − E0(Sn)| ≤ nα with
α < 2/3. Namely, it is proved in Theorem 4.1 that, under suitable assumptions,

exp
(
−Cn−min(2−3α,1/3)

)
≤

√
2πBne

(y−mn)2/2BnP0(Sn = y) ≤ exp
(
Cn−min(2−3α,1/3)

)
,

for some C ≥ 0, where mn = E0(Sn) and Bn = Var(Sn) =
∑n

i=1 Var(Xi).
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1.2.2 Probability that the walk remains positive

Let τ = min{k ≥ 1 : Sk < 0}. We are interested in the probability that τ > n, for a
fixed n, as a function of the starting point and possibly, conditionally on Sn.

Let us start with the case of a free endpoint. Let A > 0, A′ > 0, s > 0 and consider
a sequence of increments satisfying E(Xi) = 0, E(X4

i ) ≤ A and E(Xi1Xi>0) ≥ s for
all i = 1, . . . , n. Then, there exist c− = c−(A,A

′, s) > 0 and c+ = c+(A, s) > 0 such
that

∀0 ≤ u ≤ A′√n, Pu(τ > n) ≥ c−(u+ 1)√
n

,

and
∀u ≥ 0, Pu(τ > n) ≤ c+(u+ 1)√

n
.

The lower bound is proved in Lemma 3.6 and the upper bound in Lemma 3.8.
Let us now turn to the “bridge” case. The estimates in this case assume that

the increments satisfy the “uniformity” assumption detailed in Section 2. Let α ∈
(1/2, 2/3). There exist C−, C+, c−, c+ ∈ (0,+∞) and n0 ≥ 1 such that, for any n ≥ n0

and any 0 ≤ u, v ≤ nα with Pu(S̄n = v) > 0,

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≥ C−min(u+ 1,

√
n)min(v + 1,

√
n)

n3/2
e−c−(u−v)2/n,

and

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≤ C+min(u+ 1,

√
n)min(v + 1,

√
n)

n3/2
e−c+(u−v)2/n.

The lower bound is proved in Lemma 6.1 and the upper bound in Lemma 6.2.

1.2.3 Small-ball estimates

Let us now turn to small-ball estimates, i.e., the probability that the random walk
trajectory remains in the interior of a given “tube” for a time n. As above we treat
separately the case of a free endpoint, and that of a bridge.

Let us start with the case of a free endpoint. Let A > 0, σ > 0 and consider a
sequence of increments satisfying E(Xi) = 0, E(|Xi|3) ≤ A and E(X2

i ) ≥ σ2 for all
i = 1, . . . , n. Then, there exist c−, c+ > 0, λ0 ≥ 0 and n0 ≥ 1 such that, for any
n ≥ n0,

∀λ ≥ λ0, P0

(
max

i=1,...,n
|Si| ≤ λ, |Sn| ≤ λ/2

)
≥ e−c−n/λ2

,

and
∀√n ≥ λ ≥ λ0, P0

(
max

i=1,...,n
|Si| ≤ λ

)
≤ e−c+n/λ2

.

The lower bound is proved in Lemma 3.3 and the upper bound in Lemma 3.4.
Let us now turn to the case of a bridge. As before, we require that increments

to satisfy the “uniformity” assumptions described in Section 2. Let ϵ > 0. There
exist c−, c+, C−, C+ ∈ (0,+∞), λ0 ≥ 0 and n0 ≥ 1 such that, for any n ≥ n0 and√
n ≥ λ ≥ λ0:
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• For any x ∈ Z with |x−mn| ≤ (1− ϵ)λ,

P0

(
max

i=1,...,n
|Si − E(Si)| ≤ λ, Sn = x

)
≥ C−

λ
e−c−n/λ2

.

• For any x ∈ Z with |x−mn| ≤ λ,

P0

(
max

i=1,...,n
|Si − E(Si)| ≤ λ, Sn = x

)
≤ C+

λ
e−c+n/λ2

.

Both bounds are established in Theorem 5.5.
The next results provide better control on the effect of the starting and ending

points. They hold under the same “uniformity” assumptions. Let K > 0. There exist
C−, C+, c−, c+ ∈ (0,+∞) and λ0, n0 ≥ 0 such that the following holds. For any n ≥ n0

any λ0 ≤ λ ≤ K
√
n and any 0 ≤ u, v ≤ λ with Pu(S̄n = v) > 0,

Pu

(
∀i ∈ {1, . . . , n}, 0 ≤ S̄i ≤ λ, S̄n = v

)
≥ C−(min(u, λ− u) + 1)(min(v, λ− v) + 1)

λ3
e−c−n/λ2

,

and

Pu

(
∀i ∈ {1, . . . , n}, 0 ≤ S̄i ≤ λ, S̄n = v

)
≤ C+(min(u, λ− u) + 1)(min(v, λ− v) + 1)

λ3
e−c+n/λ2

.

The lower bound is proved in Lemma 7.1 and the upper bound in Lemma 7.2.
Finally, we consider the complementary case in which the “tube” has a width larger

than
√
n, still under the same “uniformity” assumptions. Let α ∈ (0, 2/3). There are

C−, C+, c−, c+ ∈ (0,+∞), n0 ≥ 0, such that the following holds. For any n ≥ n0, any
λ ≥ √

n, and any 0 ≤ u, v ≤ λ with Pu(S̄n = v) > 0 and |u− v| ≤ nα,

Pu

(
∀i ∈ {1, . . . , n}, 0 ≤ S̄i ≤ λ, S̄n = v

)
≥ C−(min(u, λ− u,

√
n) + 1)(min(v, λ− v,

√
n) + 1)

n3/2
e−c−(u−v)2/n,

and

Pu

(
∀i ∈ {1, . . . , n}, 0 ≤ S̄i ≤ λ, S̄n = v

)
≤ C+(min(u, λ− u,

√
n) + 1)(min(v, λ− v,

√
n) + 1)

n3/2
e−c+(u−v)2/n.

Both bounds are established in Theorem 7.3.

1.2.4 Tail estimates

The last estimates address the tail of the one-time marginal of a bridge. Their deriva-
tion assumes again the “uniformity” assumptions of Section 2. Let β ∈ (0, 1/6). There
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exist n0, t0 ≥ 0 and C−, C+, c−, c+ ∈ (0,+∞) such that the following holds. For any
n ≥ n0 and any 0 ≤ u, v ≤ 1

2
t
√
n with Pu(S̄n = v) > 0,

Pu

(
min

i=1,...,n
S̄i ≥ 0, S̄k ≥ t

√
n, S̄n = v

)
≥ C−min(u+ 1,

√
n)min(v + 1,

√
n)

tn3/2
e−c−t2 ,

and

Pu

(
min

i=1,...,n
S̄i ≥ 0, S̄k ≥ t

√
n, S̄n = v

)
≤ C+min(u+ 1,

√
n)min(v + 1,

√
n)

tn3/2
e−c+t2 ,

for all n/3 ≤ k ≤ 2n/3, and all t0 ≤ t ≤ nβ. Both bounds are proved in Lemma 7.4.

1.3 Some remarks and open questions

We collect here various observations and remarks about our setup, hypotheses, and
results.

One can first wonder about the optimality of the hypotheses for the positivity
results described in Section 1.2.1. First, we have that our hypotheses

E(X) = 0, E(X1X>0) ≥ s, E(X4) ≤ A,

for some s, A ∈ (0,+∞), could be replaced by asking instead

E(X) = 0, E(X2) ≥ a, E(X4) ≤ A,

for some a,A ∈ (0,+∞). This is the content of Lemma 1.1.

Lemma 1.1. Let A > 0. Let X be a real random variable with E(X4) ≤ A, E(X) = 0.
Then,

• for any s > 0, E(X1X>0) ≥ s implies E(X2) ≥ 4s2;

• for any σ > 0, E(X2) ≥ σ2 implies E(X1X>0) ≥ σ3

4
√
2A

.

Proof. First, note that as E(X) = 0, E(X1X>0) = −E(X1X<0) so

E(|X|) = 2E(X1X>0).

Suppose first that E(X1X>0) ≥ s > 0. Then, by Jensen inequality

E(X2) ≥ E(|X|)2 ≥ 4s2.

Suppose then that E(X2) ≥ σ2 > 0. We have for K > 0,

E(|X|) ≥ E(|X|1|X|≤K) ≥ 1
K
E(X21|X|≤K) =

1
K

(
E(X2)− E(X21|X|>K)

)
≥ 1

K

(
σ2 − E(X4)1/2P (|X| > K)1/2

)
≥ 1

K

(
σ2 −

√
A

√
A

K2

)
.

Choosing K =
√
2A/σ, we get E(|X|) ≥ σ3

2
√
2A

and thus E(X1X>0) ≥ σ3

4
√
2A

.
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Them, looking at the proofs of Lemmas 3.6, 3.8, one can notice that the same
proofs will work under a 3 + ϵ uniform moment condition for any fixed ϵ > 0. We
believe (but did not check carefully) that mild adaptations of our arguments will allow
to handle the case of a uniform third moment. We however have no idea how to treat
lower uniform moments, and extending the results described in Section 1.2.2 to this
case will probably requires new ideas. Obtaining optimal moment condition seems to
be a nice open problem. The “obvious” tentative of asking a second moment uniformly
bounded away from 0 and +∞ fails as is shown in Remark 1.1.

Remark 1.1. One could think that a condition of the form E(X) = 0 and σ2
− ≤

E(X2) ≤ σ2
+ for some σ−, σ+ ∈ (0,+∞) would be the optimal condition. It is not the

case as the following example demonstrates. Let X1, X2, . . . be an independent sequence
of random variables with law

P (Xi = i+ 1) = P (Xi = −i− 1) =
1

2(i+ 1)2
, P (Xi = 0) = 1− 1

(i+1)2
.

These variables satisfy E(Xi) = 0, and E(X2
i ) = 1. But, for any u > 0,

Pu

(
min

i=1,...n
Si ≥ 0

)
≥ Pu

(
∩n

i=1{Xi = 0}
)
≥ exp

(
−4

3

∞∑
i=1

i−2
)
= exp

(
−2π2/9

)
,

which is uniformly lower bounded over n. One should thus (at least) either ask for a
uniform upper bound on strictly more than 2 moments, or a lower bound on strictly
less than 2 moments.

Remark 1.2. The point-wise estimates that we prove in Sections 5, 6, and 7 rely on an
inhomogeneous version of the Local Limit Theorem (Theorem 4.1). We work under an
exponential moment condition as our motivation comes from walks with exponential
moments. The results/proofs relying on the LLT extend to “only” a fourth moment
condition and the “uniform aperiodicity condition” once one adds the restriction that
the endpoint is in the CLT (O(

√
n)) regime.

2 Setup, notations, conventions

2.1 General notations

If (ai)i∈I , (bi)i∈I are two indexed collections of real numbers, we will write a ≤ b for
ai ≤ bi for all i ∈ I. We will often leave the choice of I implicit in the notation
when there is no risk of confusion. For c ∈ R, we also write a ≥ c as a shorthand for
ai ≥ c ∀i ∈ I.

2.2 Probability measures and walks

We will work on some abstract probability space (Ω,F , P ), and suppose that it is large
enough to contain all the needed variables.
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General walks

For definiteness, S0 will be a N (0, 1) random variable, independent of everything else.
The particular distribution of S0 will not play any role, as we will always condition on
its value. For a sequence of random variables X1, X2, . . ., we define

Sk,n =
n∑

i=k

Xi, X̄i = Xi − E(Xi), S̄k,n =
n∑

i=k

X̄i, 1 ≤ k ≤ n.

We also will often use the notations

mi = E(S1,i), Bi = Var(S1,i).

We also define the walk started at S0:

Sn = S0 + S1,n, S̄n ≡ S0 + S̄1,n,

and the first return time to the lower half space

τ = min{k ≥ 1 : Sk < 0}.

Finally, we will use the notation

Pu ≡ P (· |S0 = u).

Integer-valued walks

We say that a Z-valued random variable X is aperiodic and/or irreducible if the random
walk with i.i.d. steps having the law of X is. Denote MZ the set of probability measures
on Z identified with the set or sequences in [0, 1]Z summing to 1. We say that a
probability measure p ∈ MZ is aperiodic and/or irreducible if a random variable having
law p is. We shall also say that a sequence a ∈ [0, 1]Z is aperiodic and/or irreducible if
there is an aperiodic/irreducible probability measure p ∈ MZ, and positive numbers
bi > 0, i ∈ Z such that ai = bip(i). For δ, c > 0, a ∈ [0, 1]Z, define

Ma
δ,c =

{
p ∈ MZ : sup

|t|≤δ

∑
n∈Z

p(n)etn ≤ c, p(i) ≥ ai ∀i ∈ Z
}
.

Note that for any a, δ, c, Ma
δ,c is compact. Moreover, if a is irreducible and/or aperiodic,

so are every p ∈ Ma
δ,c. Note that when a is irreducible,

0 < σ−(a, δ, c) := inf
p∈Ma

δ,c

Varp(X) ≤ sup
p∈Ma

δ,c

Varp(X) =: σ+(a, δ, c) < ∞

where X ∼ p. For p ∈ MZ with some exponential moments, we will denote

Mp(z) =
∑
k∈Z

p(k)ezk, Hp(z) = ln(Mp(z)),

µp = Ep(X) = H ′
p(0), σ2

p = Varp(X) = H ′′
p (0),

where X ∼ p.
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2.3 Constants

Numbered constants of the form c1, c2, C1, C2, . . . have a value that is fixed throughout
the paper, while the use of non-numbered constants like c, C, c′, C ′, . . . will be allowed
to vary from line to line in the course of a proof, and are depending only on parameters
which values are fixed in the concerned theorem/lemma.

2.4 Some generalities about walks

We collect a few standard facts about random walks that we will use repeatedly.

1. If X1, . . . , Xn is an independent sequence of real random variables, the random
vector (X1, . . . , Xn) satisfies the FKG inequality for the coordinate-wise partial
order on Rn.

2. If (Xk)k≥1 is an independent sequence of centred real random variables, (Sn)n≥0

is a martingale (for the canonical filtration).

3. If X1, . . . , Xn is an independent sequence of centred real random variables, u ∈ R,
and h : Rn → R is a function, (Sk)

n
k=0 is a submartingale (for the canonical filtra-

tion) under the measures Pu(· | mini=1,...,n Si − hi ≥ 0) and Pu(· | mini=1,...,n Si −
hi > 0). Indeed, denoting Ai(r) = {Xi ≥ r}, for i ≥ 0, one has that, almost
surely,

Eu

(
Si+1

∣∣X1, . . . , Xi,∩n
j=1Aj(hj − Sj−1)

)
= Si + Eu

(
Xi+1

∣∣Si,∩n
j=i+1Aj(hj − Sj−1)

)
≥ Si + E(Xi+1) = Si,

where we used the Markov’s property and that ∩n
j=i+1Aj(hj−Sj−1) is an increas-

ing event for (Xi+1, . . . , Xn).

Finally, we will often use the following classical large deviation bound.

Lemma 2.1. Let c0, δ0, σ− > 0. Then, there is c, ρ ∈ (0,+∞) such that the following
holds. For any n ≥ 1, any X1, . . . , Xn independent sequence of random variables with

E(Xi) = 0, E(X2
i ) ≥ σ2

−, sup
|z|≤δ0

E(ezXi) ≤ c0, i = 1, . . . , n,

P0

(
S̄n ≥ t

)
≤

{
e−ct2/n if t ≤ ρn,

e−ct if t > ρn.

Proof. First, as the Xi’s are centred with uniform exponential moments, there is r0 > 0
depending only on c0, δ0 such that for |z| ≤ r0,

lnE(ezXi) = Var(Xi)
z2

2
+O(z3),

with O(z3) being uniform over the law of Xi. Thus, as Var(Xi) ≥ σ2
−, there is c > 0

depending only on c0, δ0, σ− such that for any z small enough,

lnE(ezXi) ≤ cz2.
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In particular, for those values of z,

E(ezSn) ≤ ecz
2n (1)

In particular, taking z = t
2cn

and using Chebychev’s inequality, we get that for t less
than ρn for some ρ > 0,

P0(S̄n ≥ t) ≤ exp
(
−t2/4cn

)
,

which is the first part of the claim. The second part follows again from Chebychev’s
inequality: taking z > 0 small enough in (1), and using Chebychev’s inequality, we
get that for t ≥ ρn,

P0(S̄n ≥ t) ≤ ecz
2ne−zt ≤ e(cz−ρ)zne−zt/2 ≤ e−zt/2.

3 Trajectory estimates: general walks
The first class of results concern general walks with free endpoint.

3.1 Inhomogeneous CLT

Theorem 3.1. Let A > 0, n ≥ 1. Let X1, . . . , Xn be an independent sequence of
random variables with

E(Xi) = 0, E(|Xi|3) ≤ A, i = 1, . . . , n.

Then,

sup
x∈R

∣∣∣P(
1√
Bn

S1,n ≤ x
)
− P

(
N (0, 1) ≤ x

)∣∣∣ ≤ CAn

B
3/2
n

,

where C > 0 is a universal constant.

Proof. This is a particular case of [7, Chapter V, Theorem 3].

3.2 Small ball probabilities

The results in the section are all relatively direct consequences of Doob’s submartingale
inequality and of the inhomogeneous CLT (Theorem 3.1).

Lemma 3.2. Let A > 0, n ≥ 1 and let X1, . . . , Xn be an independent sequence of
centred random variables with maxi=1,...,n E(X2

i ) ≤ A. Then, for any λ > 0

P0

(
max

i=1,...,n
|Si| ≤ λ

)
≥ 1− An

λ2
.

Proof. This follows directly from Doob’s submartingale inequality.

Lemma 3.3. Let A > 0, σ > 0. There are c > 0, λ0 ≥ 0, n0 ≥ 1, such that for any
n ≥ n0 and X1, . . . , Xn independent sequence of random variables with

E(Xi) = 0, E(|Xi|3) ≤ A, E(X2
i ) ≥ σ2,

one has the following. For any λ ≥ λ0,

P0

(
max

i=1,...,n
|Si| ≤ λ, |Sn| ≤ λ/2

)
≥ exp

(
− cn

λ2

)
.

9



L0 = 0 Lℓ = n

0

−λ

λ

−1
2
λ

1
2
λ

≈ ϵ2λ2

L1 L2 L3 L4

Figure 1: Construction in the proof of Lemma 3.3: the path is forced to pass through the interval
[−λ/2, λ/2] at each time L1, . . . , Lℓ−1.

Proof. Let ϵ > 0 to be fixed later. Let ℓ = ⌊n(ϵλ)−2⌋. Let 0 = L0 < L1 < · · · < Lℓ = n
be integers such that

(ϵλ)2 ≥ Li − Li−1 ≤ 2(ϵλ)2, i = 1, . . . , ℓ.

Note that this requires λ0, n0 large enough as a function of ϵ. Now, introduce (see
Figure 1)

Di = {SLi
∈ [−λ/2, λ/2]} ∩ { max

i=Li−1+1,...,Li

|Si| ≤ λ}.

By Lemma 3.2, one has that for any i = 1, . . . , ℓ, and x ∈ [−λ/2, λ/2],

P
(
{ max
i=Li−1+1,...,Li

|Si| ≤ λ}
∣∣SLi−1

= x
)
≥ P

(
{ max
i=Li−1+1,...,Li

|Si| ≤ λ/2}
∣∣SLi−1

= 0
)

≥ 1− 4A2/3(Li − Li−1)

λ2
≥ 1− 8A2/3ϵ2.

Also, by the CLT (Theorem 3.1), one has

P
(
SLi

∈ [−λ/2, λ/2]
∣∣SLi−1

= x
)
≥ 1

4

as soon as ϵ is small enough, and λ0 is large enough as a function of A, σ. Combining
the two, we get

P
(
Di

∣∣SLi−1
= x

)
≥ 1

8

as soon as ϵ is small enough, and λ0 is large enough. A direct induction and Markov’s
property yields

P0

(
max

i=1,...,n
|Si| ≤ λ, |Sn| ≤ λ/2

)
≥ P0

(
∩ℓ

i=1Di

)
≥ 8−ℓ,

which gives the wanted claim.

Lemma 3.4. Let A > 0, σ > 0. There are c > 0, λ0 ≥ 0, n0 ≥ 1, such that for any
n ≥ n0 and X1, . . . , Xn independent sequence of random variables with

E(Xi) = 0, E(|Xi|3) ≤ A, E(X2
i ) ≥ σ2,

one has the following. For any
√
n ≥ λ ≥ λ0,

P0

(
max

i=1,...,n
|Si| ≤ λ

)
≤ exp

(
− cn

λ2

)
.
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0

L0 = 0

≈ λ2

λ

−λ
L1 L2 L3 L4 L5

Figure 2: Construction in the proof of Lemma 3.4: the path is forced to remain in the interval [−λ, λ]
and has to pass through the interval [−λ, λ] at each time L1, . . . , Lℓ, but is unconstrained otherwise.

Proof. Let ℓ = ⌈nλ−2⌉. Let 0 = L0 < L1 < · · · < Lℓ = n be integers such that

1
2
λ2 ≤ Li − Li−1 ≤ λ2, i = 1, . . . , ℓ.

Now, for any |x| ≤ λ, and any i ∈ {1, . . . , ℓ},

P
(
|SLi

| ≤ λ
∣∣SLi−1

= x
)
≤ e−c

for some c > 0 depending on A, σ by the CLT (Theorem 3.1). Then, a direct induction
yields

P0

(
max

i=1,...,n
|Si| ≤ λ

)
≤ P0

(
∩ℓ

i=1{|SLi
| ≤ λ}

)
≤ e−cℓ,

which is the claim.

3.3 Positivity probabilities

This section builds on the proof presented in Appendix A. We therefore encourage the
reader to first look at Appendix A before reading the present section.

Lower bound

We start by a preliminary “truncation Lemma”.

Lemma 3.5. Let α > 1. Let A > 0. Let X be a random variable such that E(X) = 0
and E(|X|α) ≤ A. Then, for any K ≥ 1, one can construct a random variable Y and
a coupling Q of X, Y such that

E(Y ) = 0, P (|Y | ≤ (A+ 1)K) = 1, Q(X ̸= Y ) ≤ A+ 1

Kα
.

Moreover, for p ≥ 1,

E(Y p) ≤ 2p−1
(
E(|X|p) +Kp−αAp

)
,

E(Y 2) ≥ E(X2)− AK2−α − 2A2K2−2α if α > 2.

11



Proof. Let X be as in the statement. Let K > 0. Let then ξ be a Bernoulli random
variable of parameter K−α defined on the same space as X and independent from X.
Set x = KαE(X1|X|>K) and define

Y = X1|X|≤K + xξ.

It is centred:

E(Y ) = E(X1|X|≤K) + xK−α = −E(X1|X|>K) + xK−α = 0.

The variable X1|X|≤K is taking values in [−K,K], so we need to check that |x| is not
too large. By Hölder’s and Chebychev’s inequalities, x satisfies

|x| ≤ KαE(|X|α)1/αP (|X| > K)(α−1)/α ≤ KαE(|X|α)1/α(E(|X|α)K−α)(α−1)/α ≤ KA,

which is the second property of the wanted random variable. Then,

P (X ̸= Y ) ≤ P
(
{ξ = 1} ∪ {|X| > K}

)
≤ K−α + P (|X| > K) ≤ K−α

(
1 + A

)
,

which is the third property. Now, for p > 1, Jensen inequality gives

E(|Y |p) ≤ 2p−1
(
E(|X|p1|X|≤K) + |x|pE(ξ)

)
≤ 2p−1

(
E(|X|p) +Kp−αAp

)
.

Finally, for α > 2,

E(Y 2) = E(X2)− E(X21|X|>K) + x2K−α − 2x2K−2α

≥ E(X2)− AK2−α − 2A2K2−2α.

Lemma 3.6. Let A > 0, A′ > 0, s > 0. Then, there is c > 0 such that for any n ≥ 1,
X1, . . . , Xn independent sequence of real random variables with

E(Xi) = 0, E(X4
i ) ≤ A, E(Xi1Xi>0) ≥ s, i = 1, . . . , n,

and any 0 ≤ u ≤ A′√n,

Pu(τ > n) ≥ c(u+ 1)√
n

.

Proof. We follow the same strategy as the lower bound for bounded random variables
of Appendix A. There, the key was that upward increments were bounded, but a
direct inspection of the argument shows that the real ingredient was that for n large
enough, upward increments were bounded by

√
n. For i = 1, . . . , n, let Yi be the

random variable obtained via Lemma 3.5 with K =
√
n, α = 4. As the Xi’s form an

independent family, we can assume that the Y ′
i s are defined on the same space as the

X ′
is, and that

(
(Xi, Yi)

)n
i=1

forms an independent family of random vectors.
Let Z0 = S0 and Zi = Zi−1 + Yi be the random walk associated to the Yi’s. Define

τ ′ = min{k ≥ 1 : Zk < 0}.

Let D = ∩n
i=1{Xi = Yi}. We then have

Pu(τ > n) ≥ Pu(τ
′ > n, D) ≥ Pu(τ

′ > n)− P (Dc).

12



Now, P (Dc) ≤ (A+1)n
n2 by Lemma 3.5 and a union bound. We therefore need to lower

bound Pu(τ
′ > n). Note that as the Yi’s are centred, Z is a martingale. Thus, by the

optional stopping Theorem, for u > 0,

u = Eu(Zτ ′∧n) = Pu(τ
′ > n)Eu(Zn | τ ′ > n) + Eu(Zτ ′1τ ′≤n)

≤ Pu(τ
′ > n)Eu(Zn | τ ′ > n).

Now, let L be some large number to be fixed later and define T = min{k ≥ 0 : Zk ≥
L
√
n}. One has

Eu(Zn | τ ′ > n) = 1u≥L
√
n

(
u+ Eu(Z1,n | τ ′ > n)

)
+ 1u<L

√
n

n∑
k=1

Eu(1T=kZn | τ ′ > n)

+ 1u<L
√
nEu(1T>nZn | τ ′ > n).

Since 1T>nZn < L
√
n, the third term is smaller than L

√
n. Moreover, using Markov’s

property, we obtain

Eu(1T=kZn | τ ′ > n) = Eu

(
1T=k

(
Zk−1 + Yk + E(Zk+1,n |Zk, τ

′ > n)
) ∣∣ τ ′ > n

)
≤ Eu

(
1T=k

(
(A+ 1 + L)

√
n+ E(Zk+1,n |Zk, τ

′ > n)
) ∣∣ τ ′ > n

)
.

Now, for any v ≥ L
√
n, k ≥ 0,

E(Zk+1,n |Zk = v, τ ′ > n) ≤
E(Z2

k+1,n)
1/2

P (mini=k+1,...,n Zi ≥ 0 |Zk = v)
.

Moreover, for any v ≥ L
√
n,

P ( min
i=k+1,...,n

Zi ≥ 0 |Zk = v) ≥ P ( max
i=k+1,...,n

|Zk+1,i| ≤ L
√
n) ≥ 1−

E(Z2
k+1,n)

L2n

by Doob’s submartingale inequality. As E(Z2
k+1,n) ≤ 3n

√
A for n large enough by

Lemma 3.5, we obtain that for the choice L = 2A1/4, and v as before,

E(Zk+1,n |Zk = v, τ ′ > n) ≤ 33/2A1/4
√
n.

Using this, we obtain

Eu(1T=kZn | τ ′ > n) ≤ √
n(A+ 1 + 2A1/4 + 33/2A1/4)Pu(T = k | τ ′ > n),

and thus
Eu(Zn | τ ′ > n) ≤ 1u≥L

√
n(u+ C

√
n) + 1u<L

√
nC

√
n,

for some C > 0 depending only on A. Using this in the equation obtained via the
optional stopping Theorem, we get that for u ≤ A′√n,

Pu(τ
′ > n) ≥ u

(C + A′)
√
n
,

therefore, for n large enough as a function of A,

Pu(τ > n) ≥ u

(C + A′)
√
n
− A+ 1

n
≥ u

2(C + A′)
√
n
,

for any A′√n ≥ u ≥ 1. The cases u ∈ [0, 1), and n small are handled as in proof of
Theorem A.1 using the lower bound on E(Xi1Xi>0).

13



O(
√
n)

O(
√
n)

n

v
C
√
n

u

Figure 3: Upper bound in Lemma 3.7: If the random walk trajectory reaches a height above C
√
n,

then splitting the path at the first such point, as in the picture, shows that the final height is the
sum of three terms of order at most

√
n.

Moments bounds

Lemma 3.7. Let A > 0, s > 0. Then, there are c, c′ > 0 such that for any n ≥ 1,
X1, . . . , Xn independent sequence of real random variables with

E(Xi) = 0, E(X4
i ) ≤ A, E(Xi1Xi>0) ≥ s, i = 1, . . . , n,

one has for any u ≥ 0, k = 1, . . . , n,

Eu

(
max

i=1,...,n
S2
i

∣∣ τ > n
)
≤ 12u2 + cn,

Eu

(
Sk

∣∣ τ > n
)
≥ c′(

√
k + u).

Proof. Start with the lower bound. As {τ > n} is an increasing event in the Xi’s, and
max(Sk, 0) is an increasing functions of the Xi’s, we have that by the FKG inequality,

Eu

(
Sk | τ > n

)
= Eu

(
max(Sk, 0) | τ > n

)
≥ Eu

(
max(Sk, 0)

)
= E0

(
max(Sk + u, 0)

)
≥ P0(Sk ≥

√
k)(

√
k + u).

But P0(Sk ≥
√
k) > c′ for some c′ > 0 depending only on A, s by the inhomogeneous

CLT (Theorem 3.1).
Turn now to the upper bound. Set A′ =

√
A. Under Pu(· | τ > n), (Si)

n
i=1 is a

submartingale (see Section 2.4). Thus, by Doob’s submartingale inequality,

Eu

(
max

i=1,...,n
S2
i | τ > n

)
≤ 4Eu

(
S2
n

∣∣ τ > n
)
.

Now, define
τ ′ = min{k ≥ 0 : Sk ≥

√
2A′n}.

Then,

Eu

(
S2
n

∣∣ τ > n
)
≤ 2A′n+

n∑
k=0

Eu

(
S2
n1τ ′=k

∣∣ τ > n
)
.
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Now, for any v >
√
2A′n and k ∈ {0, 1, . . . , n− 1},

E
(
S2
k+1,n

∣∣ min
i=k,...,n

Si > 0, Sk = v
)
≤

E(S2
k+1,n)

P
(
mini=k,...,n Si > 0

∣∣Sk = v
)

≤ A′(n− k)

P
(
maxi=k,...,n |Sk,i| ≤

√
2A′n

) ≤ A′(n− k)

1− A′(n−k)
2A′n

≤ 2A′n,

by our Hypotheses and Lemma 3.2. Then, as S2
n = (Sk−1 +Xk + Sk+1,n)

2 ≤ 3(S2
k−1 +

X2
k + S2

k+1,n) for k ≥ 1, one has that by the previous display, setting X0 = 0,

Eu

(
S2
n1τ ′=k

∣∣ τ > n
)
≤ 3Eu

(
(u2 + 2A′n+X2

k + 2A′n)1τ ′=k

∣∣ τ > n
)
.

Now,

n∑
k=1

Eu

(
X2

k1τ ′=k

∣∣ τ > n
)
≤

n∑
k=1

Eu

(
X4

k

∣∣ τ > n
)1
2Pu

(
τ ′ = k

∣∣ τ > n
)1
2

≤ cA′n1/2

n∑
k=1

Pu

(
τ ′ = k

∣∣ τ > n
)1
2 ≤ cA′n

where we used Cauchy-Schwartz inequality in the first inequality, Jensen’s in the third,
and the second follows from Lemma 3.6 and our Hypotheses:

Eu

(
X4

k

∣∣ τ > n
)
≤ E(X4

k)

Pu(τ > n)
≤ cA

√
n.

Combining everything, we obtained

Eu

(
S2
n

∣∣ τ > n
)
≤ 3u2 + 14A′n+ 3

n∑
k=1

E
(
X2

k1τ ′=k

∣∣ τ > n
)
≤ 3u2 + Cn

for some C ∈ (0,+∞). This is the claim.

Upper bound

Lemma 3.8. Let A > 0, s > 0. Then, there is c > 0 such that for any n ≥ 1,
X1, . . . , Xn independent sequence of real random variables with

E(Xi) = 0, E(X4
i ) ≤ A, E(Xi1Xi>0) ≥ s, i = 1, . . . , n,

one has for any u ≥ 0,

Pu

(
τ > n

)
≤ c(u+ 1)√

n
.

Proof. We proceed in several steps. We first prove an upper bound valid for large
values of the starting point.

Claim 1. There is C > 0 depending only on A, s such that for u ≥ n1/4,

Pu(τ > n) ≤ C
u√
n
.
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Proof. First, by the optional stopping Theorem, for u > 0,

u = Eu(Sτ ′∧n) = Pu(τ > n)E(Sn | τ > n) +
n∑

k=1

Eu(Sk1τ=k)

≥ Pu(τ > n)c′
√
n−

n∑
k=1

A1/4P (τ = k)3/4 ≥ Pu(τ > n)c′
√
n− A1/4n1/4,

where c′ > 0 depends only on A, s, and we used Lemma 3.7, Sτ ≥ −|Xτ |, Hölder’s
inequality, and our moment assumption in the first inequality, and Jensen’s inequality
in the second. Re-arranging, this implies

Pu(τ > n) ≤ u+ A1/4n1/4

c′
√
n

,

which is the wanted claim.

Then, we upgrade this to a bound on the tails of τ up to a log-correction.

Claim 2. There are C, c > 0 depending only on A, s such that for u ≥ 0,

Pu(τ > n) ≤ C(u+ 1)
(ln(n+ 1))c√

n
.

Proof. Suppose u < n1/4 (otherwise the claim follows from Claim 1). Let r = 1/2. Let
L = ⌈nr⌉. First, by Claim 1, for n larger than some universal n0 ≥ 3 (3 is taken for
later convenience and bears no particular importance),

Pu(τ > n) = Eu

(
1τ>LP (τ > n |S1, . . . , SL)

)
≤ Eu

(
1τ>L(1SL≥nr/2P ( min

j=L+1,...,n
Sj ≥ 0 |SL)

+ 1SL≤nr/2P ( min
j=L+1,...,n

Sj ≥ 0 |SL = nr/2))
)

≤ Eu

(
1τ>L(1SL≥nr/2

CSL√
n−L

+ 1SL≤nr/2
Cnr/2
√
n−L

)
)

≤ 2C√
n
Eu

(
1τ>L(SL + nr/2)

)
as v 7→ P (minj=L+1,...,n Sj ≥ 0 |SL = v) is increasing in v. But now, by Lemma 3.7,

Eu

(
SL

∣∣ τ > L
)
≤ u+ c

√
L ≤ c′nr/2.

So, we obtained that there is c ≥ 1 such that for u ≤ nr/2, n ≥ n0,

Pu(τ > n) ≤ cnr/2
√
n
Pu(τ > nr).

Define
ku = min

{
k ≥ 1 : nrk < max(u4, n0)

}
.

By the previously obtained bound and a direct induction, we obtain

Pu(τ > n) ≤ cnr/2
√
n
Pu(τ > nr) ≤ cnr/2

√
n
· cnr2/2

nr/2 Pu(τ > nr2) ≤ · · · ≤ cku√
n
nrku/2Pu(τ > nrku ).

16



Now, ku ≤ ln(ln(n))
| ln(r)| , so for u ≤ n

r/2
0 ,

Pu(τ > n) ≤ C
(ln(n))c√

n

for some C, c > 0, as nrku ≤ n0 in that case. On the other hand, if u > n
r/2
0 ,

Pu(τ > n) ≤ cku√
n
nrku/2Pu(τ > nrku ) ≤ C cku√

n
u ≤ Cu (ln(n))c√

n

for some C, c > 0, by Claim 1 as nrku ≤ u4 in this case.

Claim 3. Let ϵ > 0. There is c > 0 depending only on A, s, ϵ such that for u ≥ 0,

Pu(τ = n) ≤ c(u+ 1)

n
3
2
−ϵ

.

Proof. Let f(k) = C (ln(k+1))c√
k

with C, c given by Claim 2. We can always suppose n
large enough. First, we claim that there is c > 0 depending only on A, s such that for
any n,

sup
x∈R

Pu

(
τ > n, Sn ∈ [x, x+ 1]

)
≤ c(u+ 1)√

n
f(n). (2)

Indeed, letting L = ⌊n/2⌋, we can use inclusion of events and the Markov property to
write

P
(
τ > n, Sn ∈ [x, x+ 1]

)
≤

∫ ∞

0

dyPu

(
τ > L, SL ∈ dy

)
P (Sn ∈ [x, x+ 1] |SL = y).

But, using the triangle inequality and Theorem 3.1, P (Sn ∈ [x, x + 1] |SL = y) ≤ c√
n

uniformly over x, y (a term c/
√
n comes from the error committed by replacing Sn−SL

by a centred Gaussian with the same variance, and another c/
√
n comes from upper

bounding the event that the Gaussian is in [x− y, x− y + 1]). So,∫ ∞

0

dyPu

(
τ > L, SL ∈ dy

)
P (Sn ∈ [x, x+ 1] |SL = y)

≤ c√
n
Pu(τ > L) ≤ c√

n
(u+ 1)f(L),

by Claim 2. Introduce the backward walk
�
Sk =

�
Sk−1 −Xn−k.

Still letting L = ⌊n/2⌋, L′ = n − L − 1, we therefore have that by Markov property
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and our Hypotheses on the moments of the Xi’s,

Pu(τ = n) = Eu

(
1τ>LE

(
1mini=L+1,...,n−1 Si≥0P (Xn < −Sn−1 |Sn−1)

∣∣∣SL

))
≤ Eu

(
1τ>LE

(
1mini=L+1,...,n−1 Si≥0

c

(1 + Sn−1)4

∣∣∣SL

))
=

∞∑
k=0

Eu

(
1τ>L1Sn−1∈[k,k+1)

c

(1 + Sn−1)4
P
(

min
i=L+1,...,n−1

Si ≥ 0
∣∣∣SL, Sn−1

))
≤

∞∑
k=0

c

(1 + k)4
Eu

(
1τ>L1Sn−1∈[k,k+1)P

(
min

i=1,...,L′

�
Si ≥ −Sn−1

∣∣∣ �
SL′ = SL − Sn−1,

�
S0 = 0

))
≤

∞∑
k=0

c

(1 + k)4
Eu

(
1τ>LP

(�
SL′ ∈ (SL, SL + 1], min

i=1,...,L′

�
Si ≥ 0

∣∣∣ �
S0 = k + 1

))
≤

∞∑
k=0

c

(1 + k)4
c(k + 2)√

L′
f(L′)Pu(τ > L) ≤ C

(u+ 1)√
n

f(n)2,

where we globally translated
�
S by k + 1 in the third inequality, and used (2), and

Claim 2 in the last line. Using (ln(n+ 1))a ≤ c(ϵ, a)nϵ for any a, ϵ > 0 gives the
wanted claim.

We are now ready to conclude. By Doob’s optional stopping Theorem,

u = Eu(Sτ∧n) = Pu(τ > n)Eu(Sn | τ > n) +
n∑

k=1

Eu(Sk1τ=k).

But now,

n∑
k=1

Eu(Sk1τ=k) ≥ −
n∑

k=1

Eu(|Xk|1τ=k) ≥ −
n∑

k=1

E(|Xk|4)1/4Pu(τ = k)3/4

≥ −A1/4c
n∑

k=1

(u+1)3/4

k33/32
≥ −C(u+ 1)3/4,

where we used Claim 3 with ϵ = 1/8 in the third inequality. Combining this with the
fact that by Lemma 3.7, Eu(Sn | τ > n) ≥ c′

√
n for some c′ > 0 depending only on

A, s, we obtain

Pu(τ > n) ≤ u+ C(u+ 1)3/4

c′
√
n

≤ c(u+ 1)√
n

.

4 Inhomogeneous Local Limit Theorem
The main tool we will use to convert “free endpoint” estimates to estimates on bridges
or excursions is an inhomogeneous version of the Local Limit Theorem.

Theorem 4.1. Let δ0 > 0, c0 < ∞, a ∈ [0, 1]Z be irreducible and aperiodic. Let
α ∈ [0, 2/3). Then, there exist n0 ≥ 1, C ≥ 0, such that for any X1, X2, . . . independent
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sequence of Z-valued random variables with laws in Ma
δ0,c0

, the following holds. For
any n ≥ n0, y ∈ Z with |y − E0(Sn)| ≤ nα

exp
(
−Cn−min(2−3α,1/3)

)
≤

√
2πBne

(y−mn)2/2BnP0(Sn = y) ≤ exp
(
Cn−min(2−3α,1/3)

)
where Bk =

∑k
i=1Var(Xi), mk = E(Sk).

Proof. Use the shorthands M ≡ Ma
δ0,c0

and P ≡ P0. We start by some observa-
tions/definitions which follow from our Hypotheses, and that will be used in the proof.

1. For every i ≥ 1,

0 < σ2
− := inf

p∈M
σ2
p ≤ sup

p∈M
σ2
p =: σ2

+ < ∞.

2. There exists δ0 ≥ 4r > 0 such that for all p ∈ M, z 7→ Hp(z) is analytic in the
disc D4r = {z ∈ C : |z| < 4r}. Fix such an r for the rest of the proof.

3. For any b > 0, there exists cb > 0 such that

sup
p∈M

sup
λ∈[−r,r]

sup
b≤|θ|≤π

∣∣∣Mp(λ+ iθ)

Mp(λ)

∣∣∣ ≤ e−cb .

Indeed, without the sup over p, it is a consequence of aperiodicity of p. The
bound with the sup over p then follows from compactness of M.

Introduce then
cr =

1

4r3
sup
p∈M

sup
|z|≤3r

|Hp(z)|,

with r given in Observation 2. Note that the sup above is finite by compactness of M
(recall that Hp is well defined and analytic on D4r for any p ∈ M). This will be used
to bound the error term in second-order Taylor approximations of Hp’s. Note already
that for any |z| ≤ r, Cauchy integral formula gives∣∣H(3)

p (z)
∣∣ ≤ 6

(2r)3
sup

|w−z|=2r

|Hp(w)| ≤ 3cr, (3)

as {w : |z − w| ≤ 2r} ⊂ D3r for |z| ≤ r.

4. One has that for any p ∈ M, λ ∈ (−r, r), z ∈ Dr,∣∣∣Hp(λ+ z)−Hp(λ)− zH ′
p(λ)−

z2

2
H ′′

p (λ)
∣∣∣ ≤ z3 sup|w−λ|=2r |Hp(w)|

(2r)3(1− |z|
2r
)

≤ cr|z|3,

where the bound follows from Cauchy’s integral formula (z 7→ Hp(λ + z) is
analytic on a domain containing the closure of D2r).

5. One has, with r still given by Observation 2,

γ = inf
p∈M

inf
|λ|≤r

H ′′
p (λ) > 0.

This follows from the definition and compactness of M× [−r, r], and from the
irreducibility of a. Indeed, H ′′

p (λ) is the variance of eλx

Mp(λ)
p(x), which is controlled

by a and the uniform bounds one has on λ and Mp(λ).
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Let then X1, X2, . . . be as in the statement. For i ≥ 1, denote

Mi(z) = E(ezXi), Hi(z) = ln(Mi(z)), σ2
i = Var(Xi).

Also, for n ≥ 1, define

Mn(z) =
n∏

i=1

Mi(z), Hn(z) = ln(Mn(z)) =
n∑

i=1

Hi(z).

6. For any n ≥ 1, λ ∈ (−r, r), the function z 7→ Hn(λ + z) is well defined and
analytic in D3r. Moreover, by Observation 4, for z ∈ Dr,∣∣∣Hn(λ+ z)−Hn(λ)−H′

n(λ)z −
z2

2
H′′

n(λ)
∣∣∣ ≤ ncr|z|3.

7. Finally, as nα = o(n), there exists n∆ ≥ 0 (uniform over X1, X2, . . .) such that
for any n ≥ n∆, and any x ∈ Z with |x−mn| ≤ nα, there exists λ ∈ (−r, r) such
that H′

n(λ) = x, and |λ| ≤ |x−mn|
γn

. Indeed, for |t| ≤ r, using Observation 5

∣∣H′
n(t)−H′

n(0)
∣∣ = ∣∣∣∫ t

0

dsH′′
n(s)

∣∣∣ ≥ nγ|t|.

Recalling that H′
n(0) = mn, using the lower bound and the Intermediate Value

Theorem gives the existence of the required λ as soon as nα−1 ≤ γr. Moreover,
for the choice of λ corresponding to x, one has H′

n(λ)−H′
n(0) = x−mn, giving

the upper bound on |λ|.
We are now ready to start the main part of the proof. For λ ∈ (−r, r), introduce Xλ

i ,
i ≥ 1 an independent family of random variables with

P (Xλ
i = x) =

1

Mi(λ)
pi(x)e

λx,

and denote Sλ
k the associated random walk.

Define
n′
0 = max(n∆, c

3
r).

with n∆ given in Observation 7. Let now n ≥ n′
0, y ∈ Z with |y −mn| ≤ nα. Let

λ ∈ [−nα

γn
, n

α

γn
] be such that H′

n(λ) = y. Then, one has

P (Sn = y) = Mn(λ)E
(
1Sλ

n=ye
−λ

∑n
i=1 X

λ
i

)
= eHn(λ)−λyP (Sλ

n = y). (4)

We then estimate the probability in the last expression. Note that the characteristic
function of Sλ

n at θ is given by Mn(λ+iθ)
Mn(λ)

. From the Fourier inversion formula, one has

P (Sλ
n = y) =

1

2π

∫ π

−π

dθe−iθyMn(λ+ iθ)

Mn(λ)
. (5)

Letting δ = min(r, π, γ
4cr

), and ϵ = 1
18

, one can split the integral into three parts:∫ π

−π

dθf(θ) =

∫
|θ|<n− 1

2+ϵ
dθf(θ)︸ ︷︷ ︸

=Iϵ

+

∫
n− 1

2+ϵ≤|θ|<δ

dθf(θ)︸ ︷︷ ︸
=Iϵ,δ

+

∫
δ≤|θ|≤π

dθf(θ)︸ ︷︷ ︸
=Iδ

,
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with f(θ) = e−iθyMn(λ+iθ)
Mn(λ)

. To estimate Iδ, we use Observation 3: one obtains

|Iδ| ≤
∫
δ≤|θ|≤π

dθ
n∏

i=1

∣∣∣Mi(λ+ iθ)

Mi(λ)

∣∣∣ ≤ 2πe−cδn, (6)

for some cδ > 0 depending only on δ (and δ0, c0, a). Then, we can use the expansion
of Observation 6 to handle Iϵ,δ:

|Iϵ,δ| =
∣∣∣∫

n− 1
2+ϵ≤|θ|<δ

dθe−iθyeHn(λ+iθ)−Hn(λ)
∣∣∣ ≤ ∫

n− 1
2+ϵ≤|θ|<δ

dθe−
θ2

2
H′′

n(λ)+ncr|θ|3

≤
∫
n− 1

2+ϵ≤|θ|<δ

dθe−nθ2(γ−2crδ)/2 ≤ 2

∫ δ

n− 1
2+ϵ

dθe−γnθ2/4 ≤ 2πe−γn2ϵ/4, (7)

where we used Observation 5, H′
n(λ) = y, and the choice of δ in the second line.

Remains to control the leading term: Iϵ. First, we again use the expansion of Obser-
vation 6

Iϵ =

∫ n− 1
2+ϵ

−n− 1
2+ϵ

dθe−iθyeiθH
′
n(λ)− θ2

2
H′′

n(λ)eR(θ) =
1√
n

∫ nϵ

−nϵ

dϕe−
ϕ2

2n
H′′

n(λ)eR(ϕ/
√
n) (8)

with |R(θ)| ≤ ncr|θ|3, where we used that by choice of λ, H′
n(λ) = y, and we changed

variable to ϕ =
√
nθ. Then,∣∣∣∫ nϵ

−nϵ

dϕe−
ϕ2

2n
H′′

n(λ)eR(θ/
√
n) −

√
2π√

H′′
n(λ)/n

∣∣∣ ≤ √
2πcre√
γ

n−1/3 +
2

γ
n−ϵe−

γ
2
n2ϵ

as
∣∣eR(ϕ/

√
n) − 1

∣∣ ≤ cren
−1/3 for |ϕ| ≤ nϵ (recall ϵ = 1

18
, and n ≥ c3r),

∫∞
nϵ dϕe

−ϕ2

2n
H′′

n(λ) ≤
1
γ
n−ϵe−

γ
2
n2ϵ , and

∫∞
−∞ dϕe−

ϕ2

2n
H′′

n(λ) =
√
2π√

H′′
n(λ)/n

≤
√
2π√
γ

. Plugging this in (8), one gets

∣∣∣Iϵ − √
2π√

H′′
n(λ)

∣∣∣ ≤ C1n
−5/6 (9)

where C1 is some constant depending only on γ, cr. Injecting (6), (7), and (9) into (5),
one obtains ∣∣∣P (Sλ

n = y)− 1√
2πH′′

n(λ)

∣∣∣ ≤ C2n
−5/6, (10)

for some C2 depending only on δ, cr, γ. Remains to estimate H′′
n(λ) and Hn(λ)−λy to

go from (4) to the theorem. As |λ| ≤ nα

γn
, one has, using (3),∣∣H′′

n(λ)−H′′
n(0)

∣∣ ≤ 3crnλ ≤ 3cr
γ
nα. (11)

In particular, as H′′
n(0) = Bn ≥ γn,∣∣∣H′′

n(λ)

Bn

− 1
∣∣∣ ≤ 3cr

γ2 n
α−1 ≤ C3n

−1/3, (12)

where C3 is a constant depending only on cr, γ. Then,∣∣∣Hn(λ)−mnλ− λ2

2
Bn

∣∣∣ ≤ cr
γ3n

3α−2 (13)
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as |λ| ≤ 1
γ
nα−1. Next, we have, with x = y −mn,

λ2

2
Bn − λx = Bn

2
( x2

B2
n
+ 2∆ x

Bn
+∆2)− x2

Bn
− x∆ = − x2

2Bn
+ 1

2
∆2Bn,

with ∆ = λ− x
Bn

. Finally, as H′
n(λ) = y, we get (again using Cauchy’s integral formula

to estimate the error term)

x =

∫ λ

0

dsH′′

n(s) = λH′′

n(0) +

∫ λ

0

dsR(s)

with |R(s)| ≤ crn|s|. In particular, (recall H′′
n(0) = Bn)

|∆| =
∣∣∣ x

Bn

− λ
∣∣∣ ≤ crn

2Bn

|λ|2 ≤ cr
2γ2

n2α−1

Bn

.

So, |∆2Bn| ≤ C4n
4α−3 for some C4 depending on γ, cr. Gathering everything from (13),

we get ∣∣∣Hn(λ)− λy +
x2

2Bn

∣∣∣ ≤ C5n
3α−2 (14)

for some C5 depending on γ, cr.
We are now ready to conclude. From (10) and Observation 1, one has∣∣P (Sλ

n = y)
√

2πH′′
n(λ)− 1

∣∣ ≤ C6n
−1/3, (15)

with C6 depending only on σ+, cr, γ. In particular, one has that by (12)∣∣P (Sλ
n = y)

√
2πBn − 1

∣∣ ≤ C7n
−1/3, (16)

for some C7 depending on σ+, cr, γ. Plugging this and (14) in (4) gives the claim.

5 Small ball for lattice bridges
We now consider walk with steps in Ma

δ0,c0
and prove a refined version of the small-ball

estimates at scale
√
n for bridges. We look at the probability that the walk stays close

to the convex hull of its endpoints, which are allowed to be at distance ≫ √
n from

one another. We chose to present the argument divided into several Lemmas, as we
believe that the procedure can be useful in estimating more complicated events than
small-ball probabilities.

5.1 Coarse-Graining estimate

Lemma 5.1. Let δ0, c0 ∈ (0,∞), and a ∈ [0, 1]Z be irreducible and aperiodic. Let
α ∈ [0, 2/3). Then, there exist n0 ≥ 1, c′, c, ϵ > 0, C ≥ 0 such that the following holds.
For any n ≥ n0, any independent sequence of random variables X1, . . . , Xn all having
law in Ma

δ0,c0
, any x ∈ Z−mn with |x| ≤ nα, and any K ≥ 0,

P0

(
max

k=1,...,n
d(S̄k, [0, x]) ≥ K

∣∣ S̄n = x
)
≤

{
Cn3/2ec

′x2/ne−cK2/n if K ≤ ϵn,

Cn3/2ec
′x2/ne−cK if K ≥ ϵn,

where mk = E0(Sk).
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Proof. Use the shorthand P ≡ P0. Consider the case x ≥ 0. x ≤ 0 is treated in the
exact same way. We start with a union bound:

P
(
max

k=1,...,n
d(S̄k, [0, x]) ≥ K

∣∣ S̄n = x
)

≤ 1

P (Sn = x+mn)

n∑
k=1

P
(
{S̄k ≤ −K} ∪ {S̄n − S̄k ≤ −K}

)
.

Then, one has from Theorem 4.1 that there are c > 0, n′
0 ≥ 1 uniform over the sequence

X1, . . . , Xn such that, if n ≥ n′
0,

P (Sn = x+mn) ≥
c√
n
e−x2/Bn ,

where Bk = Var(Sk). Then,

P
(
{S̄k ≤ −K} ∪ {S̄n − S̄k ≤ −K}

)
≤ P (S̄k ≤ −K) + P

(
S̄n − S̄k ≤ −K

)
.

To conclude the proof, use that, by Lemma 2.1, for any 1 ≤ k ≤ n, and any sequence
Y1, . . . , Yk with laws in Ma

δ0,c0

P
(
(ν1 − Y1) + · · ·+ (νk − Yk) ≥ K

)
≤

{
e−c′K2/n if K ≤ ϵn,

e−c′K if K ≥ ϵn,

where νi = E(Yi), and ϵ, c′ > 0 depend only on δ0, c0, a.

5.2 Gaussian Swapping

We then prove an “approximation by Gaussian” result. For α ≥ 0, n ≥ 1, 0 = L0 <
L1 < · · · < Lm = n introduce

CtrIncαn(L0, . . . , Lm) =
{
x ∈ Rn+1 : |xLi

− xLi−1
| ≤ |Li − Li−1|α, i = 1, . . . ,m

}
. (17)

Lemma 5.2. With the same setup as Lemma 5.1, for any α ∈ [0, 2/3), there are
n0, c > 0, such that for any sequence X1, . . . , Xn with laws in Ma

δ0,c0
the following

holds. For any l ≥ 1, any L0 = 0 < L1 < · · · < Ll = n with

Li − Li−1 ≥ n0, i = 1, . . . , l,

and any ϵ1, . . . ϵm ∈ (0, 1], one has that for every sets I1 ⊂ Z−mL1 , . . . , Il ⊂ Z−mLl
,

l∏
i=1

1
ϵi
e−c(Li−Li−1)

−β

P
(
∩l

i=1{ZLi
∈ Ii} ∩

{
Z ∈ CtrIncαn(L0, . . . , Ll)

})
≤ P0

(
∩l

i=1{S̄Li
∈ Ii} ∩

{
S̄ ∈ CtrIncαn(L0, . . . , Ll)

})
≤

l∏
i=1

1
ϵi
ec(Li−Li−1)

−β

P
(
∩l

i=1{ZLi
∈ Ii} ∩

{
Z ∈ CtrIncαn(L0, . . . , Ll)

})
where β = min(2 − 3α, 1/3), Ii = ∪x∈Ii [x − ϵi/2, x + ϵi/2], and Z is a random walk
with independent increments of law Zk − Zk−1 ∼ N (0,Var(Xk)).
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Figure 4: Construction in the proof of Lemma 5.2: The increments between times Lk and Lk+1 have
to lie in the yellow region.

The ϵi’s allow to take limits to deal with measures conditioned on the value of
Sn, Zn.

Proof. Let α ∈ [0, 2/3) and set β = min(2 − 3α, 1/3). The claim follows straightfor-
wardly from the Local Limit Theorem 4.1, and the observation that for any A > 0,
ϵ > 0, x ∈ R,

1

ϵ
e−ϵ|x|/(2A)

∫ x+ϵ/2

x−ϵ/2

due−
u2

2A ≤ e−
x2

2A ≤ 1

ϵ
eϵ|x|/(2A)+ϵ2/(8A)

∫ x+ϵ/2

x−ϵ/2

due−
u2

2A .

Indeed, the constraint on the increments of (S̄L0 , S̄L1 , . . . , S̄Ll
) gives that one can

approximate the transitions P (S̄Li
= y | S̄Li−1

= x), using Theorem 4.1, by the
probability for a Gaussian with variance

∑Li

k=Li−1+1 Var(Xk) to fall into the inter-
val [y−x− ϵi/2, y−x+ ϵi/2] up to an error factor lower, respectively upper, bounded
by

1
ϵi
e−c(Li−Li−1)

−β−c′|x−y|ϵi/(Li−Li−1) ≥ 1
ϵi
e−c̃(Li−Li−1)

−β

,

1
ϵi
ec(Li−Li−1)

−β+c′|x−y|ϵi/(Li−Li−1)+c′′ϵ2i /(Li−Li−1) ≤ 1
ϵi
ec̃(Li−Li−1)

−β

,

as, by assumption, |x− y| ≤ (Li − Li−1)
α ≤ (Li − Li−1)

2/3.

5.3 Small ball estimates: Gaussian case

Theorem 5.3. Let σ+ ∈ (0,+∞). Then, for any n ≥ 1, any s > 0, any x ∈ R, any
σ1, . . . , σn ∈ [0, σ+], and independent sequence X1, . . . , Xn with Xi ∼ N (0, σ2

i ),

P0

(
max

i=1,...,n
d(Si, [0, x]) ≤ s

√
n
∣∣Sn = x

)
≥ ΘJ(s/σ+)

where ΘJ(z) =
∑

k∈Z(−1)ke−2z2k2 > 0 for z > 0 is a Jacobi Theta Function. In
particular, for any ϵ > 0, there is zϵ > 0 such that for any z ∈ (0, zϵ),

ΘJ(z) ≥ exp
(
−(1 + ϵ) π2

8z2

)
.

Proof. Let σ+ > 0. Let n, x, s, σ1, . . . , σn and X1, . . . , Xn be as in the statement.
Let x− = 0 ∧ x, x+ = 0 ∨ x. Denote P0,x = P0(· |Sn = x), and E0,x the associated
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expectation. Recall that Bk =
∑k

i=1 σ
2
i , and let bk = Bk

Bn
. Under P0,x, the vector

(S0, S1, . . . , Sn) is a Gaussian vector with mean and covariance, for 0 ≤ i ≤ j ≤ n,

E0,x(Si) = bix, E0,x

(
(Si − Ex(Si))(Sj − Ex(Sj))

)
=

Bi(Bn −Bj)

Bn

,

where we used the formula for the conditional distribution of Gaussian vectors. In
particular, (S0, . . . , Sn)

law
= (ϕ0, ϕ1 + b1x, . . . , ϕn + x) where (ϕ0, . . . , ϕn) is a centred

Gaussian vector with the same covariance as S. The probability we want to estimate
is then given by

P
(
ϕi + bix ∈ [x− − s

√
n, x+ + s

√
n] ∀i = 0, . . . , n

)
.

But now, as 0 ≤ bi ≤ 1, one has

{ϕi + bix ∈ [x− − s
√
n, x+ + s

√
n]} ⊃ {ϕi ∈ [−s

√
n, s

√
n]}.

In particular,

P
(
ϕi + bix ∈ [x− − s

√
n, x+ + s

√
n] ∀i = 0, . . . , n

)
≥ P

(
|ϕi| ≤ s

√
n ∀i = 0, . . . , n

)
.

Then, note that
1√
Bn

(ϕ0, ϕ1, . . . , ϕn)
law
= (bb0 , bb1 , . . . , bbn)

where (bt)t∈[0,1] is a standard Brownian Bridge. We get

P
(
|ϕi| ≤ s

√
n ∀i = 0, . . . , n

)
≥ P

(
sup
t∈[0,1]

|bt| ≤
s

σ+

)
,

since Bn ≤ σ2
+n by our hypotheses on the σi’s. Finally, for any z > 0,

P
(
sup
t∈[0,1]

|bt| ≤ z
)
= 1 + 2

∞∑
k=1

(−1)ke−2k2z2

see [1, Equation (11.39)]. The asymptotic of this quantity as z ↘ 0 is given by

lim
z→0+

z2 ln
(
P
(
sup
t∈[0,1]

|bt| ≤ z
))

= −π2

8
,

see [5, Theorem 6.3] and references therein.

5.4 Small ball estimates: lattice case

We start with the equivalent of Theorem 5.3 for walks.

Theorem 5.4. Let δ0, c0 ∈ (0,+∞), and a ∈ [0, 1]Z be irreducible and aperiodic. Let
s0 > 0, α ∈ [0, 2/3). There are c, c′ > 0, C ≥ 0, n0 ≥ 1, and δ = δ(α) > 0 such that
the following holds. For any s ≥ s0, n ≥ n0, any X1, . . . , Xn independent sequence
with laws in Ma

δ0,c0
, and any x ∈ Z−mn with |x| ≤ nα,

P0

(
∩n

i=1

{
d(S̄i, [0, x]) ≤ s

√
n
}
, S̄n = x

)
≥

(
1− c

nδ

)
ΘJ(c

′s)
1√
2πBn

e−x2/2Bn ,

where mn = E0(Sn), and ΘJ is given in Theorem 5.3.
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Proof. Use the shorthand P ≡ P0. Treat the case x ≥ 0. The case x ≤ 0 is handled
in the same way. Suppose that we can fix ϵ ∈ (0, α), α′ ∈ (1/2, 2/3) such that

(2α′ − 1)(1− ϵ) < ϵ, (1− ϵ)min(1
3
, 2− 3α′) > ϵ, α− ϵ < α′(1− ϵ). (18)

Let M ≡ Ma
δ0,c0

. Let ℓ = ⌊nϵ⌋, and

0 = L0 < L1 < · · · < Lℓ = n, 1
2
n1−ϵ ≤ Li − Li−1 ≤ 2n1−ϵ.

Use the shorthand
CtrInc ≡ CtrIncα

′

n (L1, . . . , Lℓ).

Then, by Lemma 5.1, for n large enough,

P
(
∩n

i=1

{
d(S̄i, [0, x]) ≤ s

√
n
}
, S̄n = x

)
≥ (1− nϵec

′n(2α′−1)(1−ϵ)−cs20n
ϵ

)

· P
(
S̄ ∈ CtrInc, ∩ℓ

j=1

{
d(S̄Lj

, [0, x]) ≤ s
2

√
n
}
, S̄Lℓ

= x
)

≥ (1− e−cnϵ

)P
(
S̄ ∈ CtrInc, ∩ℓ

j=1

{
d(S̄Lj

, [0, x]) ≤ s
2

√
n
}
, S̄Lℓ

= x
)
,

for some c > 0 depending only on s0, δ0, c0, α, where we used (18). Indeed, un-
der ∩ℓ

j=1

{
d(S̄Lj

, [0, x]) ≤ s
2

√
n
}
, for ∩n

i=1

{
d(S̄i, [0, x]) ≤ s

√
n
}

not to be realized,
there must be j ∈ {1, . . . , ℓ} such that d(S̄i, [S̄Lj−1

, S̄Lj
]) > s0

2

√
n. Using that under

CtrIncα
′

n (L1, . . . , Lℓ), |S̄Lj
− S̄Lj−1

| ≤ 2nα′(1−ϵ) gives the bound. Then, by Lemma 5.2,

P
(
S̄ ∈ CtrInc, ∩ℓ

j=1

{
d(S̄Lj

, [0, x]) ≤ s
2

√
n
}
, S̄Lℓ

= x
)

≥ e−cnϵ−(1−ϵ)β′

P
(
Z ∈ CtrInc, ∩ℓ

j=1

{
d(ZLj

, [0, x]) ≤ s
2

√
n
}
, |ZLℓ

− x| ≤ 1
2

)
,

where β′ = min(1/3, 2− 3α′), and Z is a Gaussian walk with independent steps of law
Zk − Zk−1 ∼ N (0,Var(Xk)), and c > 0 depends only on δ0, c0, a.

We can now use Theorem 5.3 to obtain

P
(
∩ℓ

j=1

{
d(ZLj

, [0, x]) ≤ s
2

√
n
}
, |ZLℓ

− x| ≤ 1
2

)
≥ e−x2/2Bn

√
2πBn

ΘJ

(
s

2σ+

)
where σ+ = supp∈M Varp(X). Finally, by a union bound and large deviation estimates
for Gaussians, for n large enough,

P
(
{Z ∈ CtrInc}c

∣∣Zn = x
)
≤

ℓ∑
j=1

P
(
|ZLj

− ZLj−1
| ≥ 1

2
nα′(1−ϵ)

∣∣Zn = x
)

≤
ℓ∑

j=1

P
(
|ZLj

− ZLj−1
| ≥ 1

2
nα′(1−ϵ) − σ2

+|x|(Lj−Lj−1)

σ2
−n

∣∣Zn = 0
)

≤
ℓ∑

j=1

P
(
|ZLj

− ZLj−1
| ≥ 1

3
nα′(1−ϵ)

∣∣Zn = 0
)

≤ nϵ 6σ+

√
2n1−ϵ

√
2πnα′(1−ϵ)

exp

(
− n2α′(1−ϵ)

36σ2
+n

1−ϵ

)
≤ e−cn(2α′−1)(1−ϵ)

,
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where c > 0, and we used that for any j = 1, . . . , ℓn,

1
2
nα′(1−ϵ) − σ2

+|x|(Lj−Lj−1)

σ2
−n

≥ 1
2
nα′(1−ϵ) − 2σ2

+

σ2
−
nα−ϵ ≥ 1

3
nα′(1−ϵ),

which relies on (18), and which holds for n larger than some σ+/σ−-dependent con-
stant. One thus gets

P
(
Z ∈ CtrInc, ∩ℓ

j=1

{
d(ZLj

, [0, x]) ≤ s
2

√
n
}
, |ZLℓ

− x| ≤ 1
2

)
≥ e−x2/2Bn

√
2πBn

(
ΘJ

(
s

2σ+

)
− e−cn(2α′−1)(1−ϵ)

)
.

Gathering everything, and using that ΘJ is increasing, we get that for n large enough,

P
(
∩n

i=1

{
d(S̄i, [0, x]) ≤ s

√
n
}
, S̄n = x

)
≥ (1− e−cnϵ

)e−cnϵ−(1−ϵ)β′ e−x2/2Bn

√
2πBn

ΘJ

(
s

2σ+

)(
1− e−cn(2α′−1)(1−ϵ)

)
≥ e−cnϵ−(1−ϵ)β′ e−x2/2Bn

√
2πBn

ΘJ

(
s

2σ+

)
for some c depending only on δ0, c0, a, s0, α. We now find values of ϵ, α′ satisfying (18).
Take

(α′, ϵ, β′) =


(19
36
, 1
10
, 1
3
) if α ≤ 1

2
,

(26
45
, 19
109

, 4
15
) if 1

2
< α ≤ 3

5
,

(19
36
, 55
259

, 1
3
) if 3

5
< α ≤ 5

8
,

( 7−3α
15−10α

, 8−7α
38−27α

, 9−11α
15−10α

) if 5
8
< α < 2

3
.

These respectively give the values

δ(α) = (1− ϵ)β′ − ϵ =


1
5

if α ≤ 1
2
,

5
109

if 1
2
< α ≤ 3

5
,

13
259

if 3
5
< α ≤ 5

8
,

10−15α
38−27α

if 5
8
< α < 2

3
.

and thus the claim.

We then prove a “small-ball with constrained endpoint” result for ball size that
can be mesoscopic or microscopic. The limitation will be that the excursion endpoint
must live at the same scale as the smallness of the ball.

Theorem 5.5. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. Let
ϵ > 0. There are c−, c+, C ∈ (0,+∞), λ0 ≥ 0, n0 ≥ 1, such that for any n ≥ n0 and
X1, . . . , Xn independent sequence of random variables with laws in Ma

δ0,c0
one has the

following.

• For any
√
n ≥ λ ≥ λ0, and any x ∈ Z−mn with |x| ≤ (1− ϵ)λ,

P0

(
max

i=1,...,n
|S̄i| ≤ λ, S̄n = x

)
≥ 1

Cλ
exp

(
− c−n

λ2

)
.
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• For any
√
n ≥ λ ≥ λ0, and any x ∈ Z−mn with |x| ≤ λ,

P0

(
max

i=1,...,n
|S̄i| ≤ λ, S̄n = x

)
≤ C

λ
exp

(
− c+n

λ2

)
.

Proof. Use the shorthand P0 ≡ P . Let L = ⌈λ2⌉. By Theorem 5.4, one has that for L
large enough, |y| ≤ λ/2 and |x| ≤ (1− ϵ)λ in the support of S̄n−L and S̄n respectively,

P
(

max
i=n−L,...,n

|S̄i| ≤ λ, S̄n = x
∣∣ S̄n−L = y

)
≥ 1

2
ΘJ(c

′ϵ)
1√

2πBn−L+1,n

e−(x−y)2/2Bn−L+1,n

≥ cϵ
1
λ
,

where Bl,k =
∑k

i=l Var(Xi). Thus, by Lemma 3.3,

P
(
max

i=1,...,n
|S̄i| ≤ λ, S̄n = x

)
≥ cϵ

1
λ

∑
|y|≤λ/2

P
(

max
i=1,...,n−L

|S̄i| ≤ λ, S̄n−L = y
)

≥ cϵ
1
λ
P
(

max
i=1,...,n−L

|S̄i| ≤ λ, |S̄n−L| ≤ λ/2
)

≥ C 1
λ
exp

(
−c n

λ2

)
for some c, C > 0. This is the wanted lower bound. For the upper bound, with L as
before and |x| ≤ λ, we have

P
(
max

i=1,...,n
|S̄i| ≤ λ, S̄n = x

)
≤

∑
|y|≤λ

P
(

max
i=1,...,n−L

|S̄i| ≤ λ, S̄n−L = y
)
P (S̄n = x | S̄n−L = y)

≤ C
λ
P
(

max
i=1,...,n−L

|S̄i| ≤ λ
)
≤ C

λ
exp

(
−c n

λ2

)
where we used the Local Limit Theorem (Theorem 4.1) in the second inequality, and
Lemma 3.4 in the third.

6 Positivity estimates: fixed endpoint
Our final goal is to study bridges/excursions. We therefore need to prove versions
of the results in Section 3 for fixed endpoints. To this end, we need to restrict the
class of steps considered (even to have a well defined and non-trivial measure under
the endpoint constraint!). Our restriction on the steps are the same as the ones in
Theorem 4.1.

6.1 Lower bound

Lemma 6.1. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. Let
α ∈ (1/2, 2/3). There are C, c ∈ (0,+∞), n0 ≥ 1, such that for any n ≥ n0 and
X1, . . . , Xn independent sequence of random variables with laws in Ma

δ0,c0
, one has the

following. For any 0 ≤ u, v ≤ nα with Pu(S̄n = v) > 0,

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≥ Cmin(u+ 1,

√
n)min(v + 1,

√
n)

n3/2
e−c(u−v)2/n.
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n/K
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Figure 5: Lemma 6.1: Theorem 5.4 can be used to estimate the contribution of the middle piece.

Proof. Always assume n large enough so that everything works out.

Suppose first that nα ≥ u, v ≥
√
n. Then, Theorem 5.4 implies that

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≥ c√

n
e−(u−v)2/2Bn ,

for some c > 0. This is the wanted claim in this case.

Suppose then that 0 ≤ u, v ≤
√
n. Let L1 = ⌈n

3
⌉, L2 = ⌊2n

3
⌋. Let K > 0 be large

to be fixed later. By Theorem 5.4, for any x, y ∈ [
√
n/K, nα],

P
(
SL2 = y, min

i=L1+1,...,L2

Si ≥ 0 |SL1 = x
)
≥ c√

n

for some c > 0 depending only on K, c0, δ0, a. Thus, using Markov property,

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≥ c√

n

∑
√
n/K≤x,y≤K

√
n

Pu

(
S̄L1 = x, min

1,...,L1

S̄i ≥ 0
)
P
(
S̄n = v, min

L2,...,n
S̄i ≥ 0

∣∣SL2 = y
)

= c√
n
Pu

(
S̄L1 ∈ [

√
n/K,K

√
n], min

i=1,...,L1

S̄i ≥ 0
)

· P
(�
Sn−L2 ∈ [

√
n/K,K

√
n], min

i=1,...,n−L2

�
Si ≥ 0

∣∣ �
S0 = v

)
,

where
�
Si = S̄n−i is the time reversal of S̄. Now, on the one hand, by Lemma 3.7, and

Chebychev’s inequality,

Pu

(
S̄L1 > K

√
n
∣∣ min

i=1,...,L1

S̄i ≥ 0
)
≤ c

K2

for some c > 0 depending only on h, c0, δ0, a. On the other hand, by the CLT (Theo-
rem 3.1), for any n ≥ n0 (with n0 depending only on c0, δ0, a)

Pu

(
S̄L1 ≥

√
n/K

∣∣ min
i=1,...,L1

S̄i ≥ 0
)
≥ Pu

(
S̄L1 ≥

√
n/K

)
≥ 1

3

where we used the FKG inequality in the first inequality, and K large and the CLT in
the second. Taking K large enough, we get that

Pu

(
S̄L1 ∈ [

√
n/K,K

√
n], min

i=1,...,L1

S̄i ≥ 0
)
≥ 1

4
Pu

(
min

i=1,...,L1

S̄i ≥ 0
)
≥ c(u+ 1)√

n
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where we used Lemma 3.6. Proceeding similarly to bound the term involving the
time-reversed walk, we obtain

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≥ c√

n
· c

′(u+ 1)√
n

· c
′′(v + 1)√

n

which is the claim in this case as (u− v)2 ≤ n.

Finally, suppose that u ∈ [0,
√
n], v ∈ [

√
n,nα], or that v ∈ [0,

√
n], u ∈

[
√
n,nα]. Both cases are treated the same way, as the second case is the time reverse

of the first one. We thus only treat u ∈ [0,
√
n]. Let L = ⌊n/3⌋. Let K > 0 to be fixed

later. Then, for any x ∈ [
√
n/K,K

√
n], Theorem 5.4 gives that,

P
(
S̄n = v, min

i=L+1,...,n
Si ≥ 0 |SL = x

)
≥ C√

n
e−cv2/n,

for some C, c > 0 depending only on K, c0, δ0, a. We obtain

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≥ C√

n
e−cv2/n

∑
√
n/K≤x≤K

√
n

Pu

(
S̄L = x, min

1,...,L
S̄i ≥ 0

)
=

C√
n
e−cv2/nPu

(
S̄L ∈ [

√
n/K,K

√
n], min

i=1,...,L1

S̄i ≥ 0
)

≥ C(u+ 1)

n
e−cv2/n,

as in the previous case. This is the claim in this last case as v2

n
≤ (u−v)2

n
+ 1.

6.2 Upper bound

Lemma 6.2. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. Let
α ∈ (1/2, 2/3). There are c, C ∈ (0,+∞), n0 ≥ 1, such that for any n ≥ n0 and
X1, . . . , Xn independent sequence of random variables with laws in Ma

δ0,c0
, one has the

following. For any 0 ≤ u, v ≤ nα,

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≤ Cmin(u+ 1,

√
n)min(v + 1,

√
n)

n3/2
e−c(u−v)2/n.

Proof. Always assume n large enough so that everything works out. We do the same
kind of case separation as in the proof of Lemma 6.1.

Suppose first that nα ≥ u, v ≥
√
n. In this case,

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≤ Pu

(
S̄n = v

)
.

The claim then follows from Theorem 4.1.

Suppose then that 0 ≤ u, v ≤ 3
√
n. Let L1 = ⌈n

3
⌉, L2 = ⌊2n

3
⌋. Then, by the CLT

(Theorem 3.1), for any x, y, P (SL2 = y |SL1 = x) ≤ c√
n

for some c > 0 depending only
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on c0, δ0, a. Then, by the Markov property

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≤

∑
x,y

Pu

(
S̄L1 = x, min

i=1,...,L1

S̄i ≥ 0
)
P (SL2 = y |SL1 = x)

· P
(
S̄n = v, min

i=L2+1,...,n
S̄i ≥ 0

∣∣SL2 = y
)

≤ c√
n

∑
x,y

Pu

(
S̄L1 = x, min

i=1,...,L1

S̄i ≥ 0
)

· P
(�
Sn−L2 = y, min

i=1,...,n−L2

�
Si ≥ 0

∣∣ �
S0 = v

)
= c√

n
Pu

(
min

i=1,...,L1

S̄i ≥ 0
)
P
(

min
i=1,...,n−L2

�
Si ≥ 0

∣∣ �
S0 = v

)
≤ c(u+1)(v+1)

n3/2

where
�
Si = S̄n−i is the time reversal of S̄, and we used Lemma 3.8 in the last line.

This is the claim in this case as (u− v)2 ≤ 9n.

Finally, suppose that u ∈ [0,
√
n], v ∈ [3

√
n,nα], or that v ∈ [0,

√
n], u ∈

[3
√
n,nα]. By the same considerations as in the proof of Lemma 6.1, we can treat

only the case u ∈ [0,
√
n]. Define

τ ′ = min{k ∈ {0, . . . , n} : S̄k ≥
√
n}, A = {Xτ ′ ≤

√
n},

τ = min{k ≥ 1 : S̄k < 0}.

Then, by a union bound and uniform exponential tails,

P (Ac, τ ′ ≤ n) ≤ ne−c
√
n ≤ C

n
e−cv2/n,

as v ≤ nα, α ≤ 2/3. Then, as v >
√
n,

Pu

(
S̄n = v, τ > n

)
≤ P (Ac, τ ′ ≤ n) +

∑
k=0,...,n

∑
x∈[

√
n,2

√
n]

Pu

(
τ > k, τ ′ = k, S̄k = x

)
P (S̄n = v | S̄k = x).

Now, for x ∈ [
√
n, 2

√
n], recall that v ∈ [3

√
n, nα] so that

√
n ≤ v − x ≤ nα, v2

9
≤ (v − x)2 ≤ v2,

and thus P (S̄n = v | S̄k = x) is upper bounded by
C√
n−k

e−c(v−x)2/(n−k) ≤ C√
n
e−cv2/n if n− k ≥ |v − x|1/α,

e−c(v−x)2/(n−k) ≤ C√
n
e−cv2/n if 1

ρ
|v − x| ≤ n− k < (v − x)1/α,

e−c|v−x| ≤ C√
n
e−cv2/n if n− k < 1

ρ
|v − x|,

where ρ > 0 depends only on δ0, c0, a, and we used Theorem 4.1, Lemma 2.1, the fact
that r 7→ re−cr2 is upper bounded in the first case, the fact that in the second case
√
ne−cv2/2(n−k) ≤ √

ne−cv2−
1
α ≤ √

ne−cn
2α−1
2α ≤ C as α > 1/2, and the fact that in the
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third case e−c|v−x| ≤ e−c
√
n ≤ C√

n
e−cn2α−1 ≤ C√

n
e−cv2/n as α < 2/3. Plugging this in the

previous bound, we get

Pu

(
S̄n = v, min

i=1,...,n
S̄i ≥ 0

)
≤ C

n
e−cv2/n + C√

n
e−cv2/n

∑
k=0,...,n

∑
x∈[

√
n,2

√
n]

Pu

(
τ > k, τ ′ = k, S̄k = x

)
≤ C

n
e−cv2/n + C√

n
e−cv2/nPu(τ > τ ′, τ ′ ≤ n).

Remains to upper bound the probability in the last expression by C(u+1)√
n

. By Lemma 3.6,
we have that for any k ∈ {0, . . . , n}, and any x ≥ √

n with Pu(S̄k = x) > 0,

Pu

(
min

i=k,...,n
S̄i ≥ 0

∣∣ S̄k = x
)
≥ c > 0,

where c depends only on δ0, c0, a. Then, using this and Markov’s property,

Pu(τ > τ ′, τ ′ ≤ n) ≤
n∑

k=0

∑
x≥

√
n

Pu(τ
′ = k, S̄k = x, τ > k)

Pu

(
mini=k,...,n S̄i ≥ 0

∣∣ S̄k = x
)

c

≤ C
n∑

k=0

∑
x≥

√
n

Pu(τ
′ = k, S̄k = x, τ > n)

= CPu(τ
′ ≤ n, τ > n) ≤ CPu(τ > n) ≤ C(u+ 1)√

n
,

by Lemma 3.8. This concludes the proof.

7 Trajectory estimates: excursions

7.1 Small ball

Lemma 7.1. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. Let
K > 0. There are C, c ∈ (0,+∞), λ0, n0 ≥ 0, such that the following holds. For any
n ≥ n0, X1, . . . , Xn independent sequence of random variables with laws in Ma

δ0,c0
,

any λ0 ≤ λ ≤ K
√
n, and any 0 ≤ u, v ≤ λ with Pu(S̄n = v) > 0,

Pu

(
0 ≤ min

i=1,...,n
S̄i, max

i=1,...,n
S̄i ≤ λ, S̄n = v

)
≥ C(min(u, λ− u) + 1)(min(v, λ− v) + 1)

λ3
exp

(
− cn

λ2

)
.

Proof. Let L1 = ⌊min(λ2, n/3)⌋, L2 = ⌈max(n− λ2, 2n/3)⌉. Then, for any λ
3
≤ x, y ≤

2λ
3

with Pu(S̄L1 = x, S̄L2 = y) > 0,

P
(
0 ≤ min

i=L1,...,L2

S̄i, max
i=L1,...,L2

S̄i ≤ λ, S̄L2 = y
∣∣ S̄L1 = x

)
≥ C

λ
exp

(
− cn

λ2

)
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Figure 6: Proof of Lemma 7.1: wthe trajectory is forced to pass through the interval [ 13λ,
2
3λ] at times

L1 and L2, allowing the use of Theorem 5.5 to control the middle piece.

by Theorem 5.5. Thus, restricting to SL1 , SL2 ∈ [λ/3, 2λ/3], and using the Markov
property and the previous display,

Pu

(
0 ≤ min

i=1,...,n
S̄i, max

i=1,...,n
S̄i ≤ λ, S̄n = v

)
≥ C

λ
exp

(
− cn

λ2

)
Pu

(
0 ≤ min

i=1,...,L1

S̄i, max
i=1,...,L1

S̄i ≤ λ, 3S̄L1 ∈ [λ, 2λ]
)

· P
(
0 ≤ min

i=1,...,L1

�
Si, max

i=1,...,L1

�
Si ≤ λ, 3

�
SL1 ∈ [λ, 2λ]

∣∣ �
S0 = v

)
where we introduced the time-reversed walk

�
Si = S̄n−i. We now claim that

Pu

(
0 ≤ min

i=1,...,L1

S̄i, max
i=1,...,L1

S̄i ≤ λ, 3S̄L1 ∈ [λ, 2λ]
)
≥ C(min(u, λ− u) + 1)

λ
,

and similarly for the term involving the time-reversed walk, which would conclude
the proof. We prove the bound for the walk, the time-reversed walk is treated the
same way. Moreover, we assume that u ≤ λ/2, the other case being the same after
a ceiling-to-floor change of point of view. Let ϵ > 0 small to be fixed later, and take
L = ⌊ϵ2λ2⌋.

Then, for any x ∈ [ϵλ, (1 − ϵ)λ] with Pu(SL = x) > 0 (and λ large enough),
Theorem 5.4 gives that

P
(
0 ≤ min

i=L,...,L1

S̄i, max
i=L,...,L1

S̄i ≤ λ, 3S̄L1 ∈ [λ, 2λ] |SL = x
)
≥ c,

where c > 0 depends only on ϵ, c0, δ0, a. So, using Markov’s property and inclusion of
events,

Pu

(
0 ≤ min

i=1,...,L1

S̄i, max
i=1,...,L1

S̄i ≤ λ, 3S̄L1 ∈ [λ, 2λ]
)

≥ cPu

(
0 ≤ min

i=1,...,L
S̄i, max

i=1,...,L
S̄i ≤ λ, S̄L ∈ [ϵλ, (1− ϵ)λ]

)
≥ cPu

(
0 ≤ min

i=1,...,L
S̄i, S̄L ≥ ϵλ, max

i=1,...,L
S̄i ≤ (1− ϵ)λ

)
.

Now, first note that if u ≥ 2ϵλ, Lemma 3.3 and inclusion of events gives

Pu

(
0 ≤ min

i=1,...,L
S̄i, S̄L ≥ ϵλ, max

i=1,...,L
S̄i ≤ (1− ϵ)λ

)
≥ c > 0,
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which is the wanted bound in this case. So we consider the case u ≤ 2ϵλ. Then, the
last probability is equal to

Pu

(
min

i=1,...,L
S̄i ≥ 0, S̄L ≥ ϵλ

)(
1− Pu

(
max

i=1,...,L
S̄i > (1− ϵ)λ

∣∣ 0 ≤ min
i=1,...,L

S̄i, S̄L ≥ ϵλ
))
.

Moreover, by Lemma 6.1,

Pu

(
min

i=1,...,L
S̄i ≥ 0, S̄L ≥ ϵλ

)
≥ c(u+ 1)

λ

for some c > 0. Finally, as (S̄i)
L
i=0 is a submartingale under

Pu

(
·
∣∣ 0 ≤ mini=1,...,L S̄i, S̄L ≥ ϵλ

)
,

Pu

(
max

i=1,...,L
S̄i > (1−ϵ)λ

∣∣ 0 ≤ min
i=1,...,L

S̄i, S̄L ≥ ϵλ
)
≤ Eu

(
S̄2
L

∣∣ 0 ≤ mini=1,...,L S̄i, S̄L ≥ ϵλ
)

(1− ϵ)2λ2

by Doob’s submartingale inequality. Finally, repeating the proof of Lemma 3.7 in the
present context,

Eu

(
S̄2
L

∣∣ 0 ≤ min
i=1,...,L

S̄i, S̄L ≥ ϵλ
)
≤ C(u2 + L)

for some C depending only on δ0, c0, a. We have obtained

Pu

(
0 ≤ min

i=1,...,L
S̄i, S̄L ≥ ϵλ, max

i=1,...,L
S̄i ≤ (1− ϵ)λ

)
≥ c(u+ 1)

λ

(
1− 5Cϵ2

(1− ϵ)2

)
. (19)

Taking ϵ > 0 small enough allows to conclude.

Lemma 7.2. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. There
are c, C ∈ (0,+∞), n0 ≥ 1, such that one has the following. For any n ≥ n0,√
n ≥ λ ≥ λ0, any X1, . . . , Xn independent sequence of random variables with laws in

Ma
δ0,c0

, and any 0 ≤ u, v ≤ λ,

Pu

(
0 ≤ min

i=1,...,n
S̄i, max

i=1,...,n
S̄i ≤ λ, S̄n = v

)
≤ C(min(u, λ− u) + 1)(min(v, λ− v) + 1)

λ3
exp

(
− cn

λ2

)
.

Proof. Let L1 = ⌊min(λ2, n/3)⌋, L2 = ⌈max(n−λ2, 2n/3)⌉. Then, for any x, y ∈ [0, λ],
with Pu(S̄L1 = x) > 0 and P (S̄L2 = y | S̄L1 = x) > 0,

P
(
S̄L2 = y, 0 ≤ min

i=L1,...,L2

S̄i, max
i=L1,...,L2

S̄i ≤ λ
∣∣ S̄L1 = x

)
≤ P

(
S̄L2 = y, max

i=L1,...,L2

|S̄i| ≤ 2λ
∣∣ S̄L1 = x

)
≤ C

λ
exp

(
− cn

λ2

)
by Theorem 5.5. Using Markov’s property, the result will follow if we can prove that

Pu

(
0 ≤ min

i=1,...,L1

S̄i, max
i=1,...,L1

S̄i ≤ λ
)
≤ C(min(u, λ− u) + 1)

λ
,

P
(
0 ≤ min

i=1,...,n−L2

�
Si, max

i=1,...,n−L2

�
Si ≤ λ

∣∣ �
S0 = v

)
≤ C(min(v, λ− v) + 1)

λ
,
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where
�
Sk = S̄n−k is the time-reversed walk. We consider the first case, the second

being treated in the exact same way. Moreover, a ceiling-to-floor change of point of
view shows that it is enough to consider u ≤ λ/2 which is what we will do. Then,

Pu

(
0 ≤ min

i=1,...,L1

S̄i, max
i=1,...,L1

S̄i ≤ λ
)
≤ Pu

(
min

i=1,...,L1

S̄i ≥ 0
)
≤ C(u+ 1)

λ

by Lemma 3.8 and the definition of L1.

7.2 Excursions with a far away ceiling

In this last section, we prove the results complementary to Lemmas 7.1, 7.2. Namely,
these Lemmas treated the case where the walk is forced to stay between level 0 and λ
for λ ≤ √

n, and here we treat the regime λ ≥ √
n.

Theorem 7.3. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. Let
α ∈ (0, 2/3). There are C−, C+, c−, c+ ∈ (0,+∞), n0 ≥ 0, such that the following
holds. For any n ≥ n0, X1, . . . , Xn independent sequence of random variables with
laws in Ma

δ0,c0
, any λ ≥ √

n, and any 0 ≤ u, v ≤ λ with Pu(S̄n = v) > 0 and
|u− v| ≤ nα,

Pu

(
0 ≤ min

i=1,...,n
S̄i, max

i=1,...,n
S̄i ≤ λ, S̄n = v

)
≥ C−(min(u, λ− u,

√
n) + 1)(min(v, λ− v,

√
n) + 1)

n3/2
exp

(
− c−(u−v)2

n

)
,

and

Pu

(
0 ≤ min

i=1,...,n
S̄i, max

i=1,...,n
S̄i ≤ λ, S̄n = v

)
≤ C+(min(u, λ− u,

√
n) + 1)(min(v, λ− v,

√
n) + 1)

n3/2
exp

(
− c+(u−v)2

n

)
.

Proof. We treat separately different cases, and only sketch the proofs as the arguments
are very similar to those we used in the rest of the paper. To shorten notations,
introduce

M≥a
k,l = ∩l

i=k{S̄i ≥ a}, M≤a
k,l = ∩l

i=k{S̄i ≤ a}.

First consider u, v ∈ [
√
n

10
, λ−

√
n

10
]. There, both bounds follow from Theorems 5.4

and 4.1 and inclusion of events.

Second, consider either of the cases u ≤
√
n

10
, v ∈ [

√
n

10
, λ −

√
n

10
], or u ≥

λ−
√
n

10
, v ∈ [

√
n

10
, λ−

√
n

10
], or one of the two with the roles of u, v interchanged.

There, we can restrict to the first two cases by considering the time-reversed walk,
and to the first case by ceiling-to-floor change of viewpoint. We start with the lower
bound by setting L = ⌊n

2
⌋ and forcing S̄L ∈ [

√
n

10
, 2

√
n

10
].

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≥

∑
√
n

10
≤x≤ 2

√
n

10

Pu

(
M≥0

1,L, M≤λ
1,L, S̄L = x

)
P
(
M≥0

L,n, M≤λ
L,n, S̄n = v

∣∣ S̄L = x
)
.
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Now, for x as in the above sum,

Pu

(
M≥0

1,L, M≤λ
1,L, S̄L = x

)
≥ C(u+1)

n
,

P
(
M≥0

L,n, M≤λ
L,n, S̄n = v

∣∣ S̄L = x
)
≥ C√

n
exp

(
−c (v−x)2

n

)
,

by Lemma 7.1 and inclusion of events, and by Theorem 5.4 respectively. Summing
over x then yields the wanted bound. Now, for the upper bound, we use inclusion of
events and Lemma 6.2:

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≤ Pu

(
M≥0

1,n, S̄n = v
)
≤ C(u+1)

n
exp

(
−c(u− v)2/n

)
,

which is the wanted upper bound in this case.

Third, consider either of the cases u ≤
√
n

10
, v ≤

√
n

10
, or u ≥ λ−

√
n

10
, v ≥ λ−

√
n

10
.

The two are related to each other by a ceiling-to-floor change of viewpoint, so we only
consider the first case. Start with the lower bound. We get a lower bound by inclusion
of events and Lemma 7.1:

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≥ Pu

(
M≥0

1,n, M
≤
√
n

1,n , S̄n = v
)
≥ C(u+1)(v+1)

n3/2 ,

which is the wanted lower bound in this case. Now, the upper bound follows from
inclusion of events and Lemma 6.2:

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≤ Pu

(
M≥0

1,n, S̄n = v
)
≤ C(u+1)(v+1)

n3/2 ,

which is the wanted upper bound in this case.

Finally, consider either of the cases u ≤
√
n

10
, v ≥ λ−

√
n

10
, or u ≥ λ−

√
n

10
, v ≤

√
n

10
. The two are related to each other by a time reversal of the walk, so we only

consider the first case. Let L1 = ⌊n
3
⌋, L2 = ⌈2n

3
⌉. Start with the lower bound. We get

a lower bound by forcing S̄L1 ∈ [
√
n

10
, 2

√
n

10
], and S̄L2 ∈ [λ− 2

√
n

10
, λ−

√
n

10
]. We get

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≥

∑
√
n

10
≤x≤ 2

√
n

10

∑
λ− 2

√
n

10
≤y≤λ−

√
n

10

Pu

(
M≥0

1,L1
, M≤λ

1,L1
, S̄L1 = x

)
· P

(
M≥0

L1,L2
, M≤λ

L1,L2
, S̄L2 = y

∣∣ S̄L1 = x
)
P
(
M≥0

L2,n
, M≤λ

L2,n
, S̄n = v

∣∣ S̄L2 = y
)
.

Now, for x, y as in the above sum,

Pu

(
M≥0

1,L1
, M≤λ

1,L1
, S̄L1 = x

)
≥ C(u+1)

n
,

P
(
M≥0

L2,n
, M≤λ

L2,n
, S̄n = v

∣∣ S̄L2 = y
)
≥ C(λ−v+1)

n
,

P
(
M≥0

L1,L2
, M≤λ

L1,L2
, S̄L2 = y

∣∣ S̄L1 = x
)
≥ C√

n
exp

(
−c (v−u)2

n

)
,

by Lemma 7.1 and inclusion of events for the first two, and by Theorem 5.4 and the
observation |u− v| −

√
n
5

≤ |y− x| ≤ |u− v| for the last. Plugging these bounds in the
previous display and summing, we obtain the wanted lower bound. Remains to prove
the upper bound. We use a similar decomposition and inclusion of events to get

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≤

∑
0≤x,y≤λ

Pu

(
M≥0

1,L1
, S̄L1 = x

)
· P

(
S̄L2 = y

∣∣ S̄L1 = x
)
P
(
M≤λ

L2,n
, S̄n = v

∣∣ S̄L2 = y
)
.
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We then bound the first and last probabilities using Lemma 6.2, and the second one
using Theorem 4.1 to obtain

Pu

(
M≥0

1,n, M≤λ
1,n , S̄n = v

)
≤ C(u+ 1)(λ− v + 1)

n5/2

∑
0≤x,y≤λ

exp
(
−c

(
(u− x)2 + (x− y)2 + (v − y)2

)
/n

)
≤ C(u+ 1)(λ− v + 1)

n5/2

∑
0≤x,y≤λ

exp
(
−c

(
x2 + (x− y)2 + (y − λ)2

)
/n

)
,

where we used the constraints on u, v in the last line. A simple sum-integral comparison
gives∑

0≤x,y≤λ

exp
(
−c

(
x2 + (x− y)2 + (y − λ)2

)
/n

)
≤ C

∫ ∞

0

dx

∫ ∞

0

dy exp
(
−c

(
x2 + (x− y)2 + (λ− y)2

)
/n

)
≤ Cn exp

(
−cλ

2

n

)
.

Using λ− 2
√
n

10
≤ |v − u| ≤ λ, we obtain the wanted upper bound in the last case.

7.3 Tails

Lemma 7.4. Let c0, δ0 > 0, a ∈ [0, 1]Z be an irreducible, aperiodic sequence. Let
β ∈ (0, 1/6). There are n0, t0 ≥ 0, C, c ∈ (0,+∞) such that the following holds. For
any n ≥ n0, any X1, . . . , Xn independent sequence of random variables with laws in
Ma

δ0,c0
, and any 0 ≤ u, v ≤ 1

2
t
√
n with Pu(S̄n = v) > 0,

Pu

(
min

i=1,...,n
S̄i ≥ 0, S̄k ≥ t

√
n, S̄n = v

){≥ min(u+1,
√
n)min(v+1,

√
n)

Ctn3/2 exp(−ct2),

≤ Cmin(u+1,
√
n)min(v+1,

√
n)

tn3/2 exp(−t2/c),

for all n/3 ≤ k ≤ 2n/3, and all t0 ≤ t ≤ nβ.

Proof. Suppose t ≥ 2. We treat the upper and lower bound separately. Let α =
1
2
+ β ∈ (1/2, 2/3). Introduce

D = { min
i=1,...,n

S̄i ≥ 0}.

We start with the upper bound. First,

Pu

(
D, S̄k ≥ t

√
n, S̄n = v

)
≤ Pu

(
S̄k ≥ nα

)
+

∑
t
√
n≤x≤nα

Pu

(
D, S̄k = x, S̄n = v

)
.

Then, by Lemma 2.1, and the fact that 2α− 1 = 2β > 0,

Pu

(
S̄k ≥ nα

)
≤ e−cn2α−1

= e−cn2β ≤ Cmin(u+1,
√
n)min(v+1,

√
n)

n3/2 e−ct2 .
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Now, using Lemma 6.2, for t
√
n ≤ x ≤ nα

Pu

(
D, S̄k = x, S̄n = v

)
= Pu

(
min

i=1,...,k
S̄i ≥ 0, S̄k = x

)
P
(

min
i=1,...,n−k

�
Si ≥ 0,

�
Sn−k = x

∣∣ �
S0 = v

)
≤ Cmin(u+1,

√
n)

n
e−c(u−x)2/n Cmin(v+1,

√
n)

n
e−c(x−v)2/n

≤ Cmin(u+1,
√
n)min(v+1,

√
n)

n2 e−cx2/n,

where
�
Si = S̄n−i is the time-reversed walk, and we used x

2
≤ x − u, x − v ≤ x, for

the concerned x’s as t ≥ 2 and 0 ≤ u, v ≤ 1
2
t
√
n ≤ 1

2
x. Now, by a Riemann sum

approximation, ∑
t
√
n≤x≤nα

1√
n
e−cx2/n ≤ C

∫ ∞

t

dxe−cx2 ≤ C
t
e−ct2 .

This concludes the upper bound.

We then prove the lower bound. We have

Pu

(
D, S̄k ≥ t

√
n, S̄n = v

)
≥

∑
t
√
n≤x≤nα

Pu

(
D, S̄k = x, S̄n = v

)
.

Then, using Lemma 6.1, for t
√
n ≤ x ≤ nα,

Pu

(
D, S̄k = x, S̄n = v

)
= Pu

(
min

i=1,...,k
S̄i ≥ 0, S̄k = x

)
P
(

min
i=1,...,n−k

�
Si ≥ 0,

�
Sn−k = x

∣∣ �
S0 = v

)
≥ Cmin(u+1,

√
n)

n
e−c(u−x)2/n Cmin(v+1,

√
n)

n
e−c(x−v)2/n

≥ Cmin(u+1,
√
n)min(v+1,

√
n)

n2 e−cx2/n,

where
�
Si = S̄n−i is again the time-reversed walk, and we used x

2
≤ x − u, x − v ≤ x,

for the concerned x’s as t ≥ 2 and 0 ≤ u, v ≤ 1
2
t
√
n ≤ 1

2
x. Now, by a Riemann sum

approximation, ∑
t
√
n≤x≤nα

1√
n
e−cx2/n ≥ C

∫ ∞

t

dxe−cx2 ≥ C
t+t−1 e

−ct2 .

This concludes the lower bound.
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A Simple proof in the bounded case
Theorem A.1. Let K > 0, and α > 0. Then, there are c+, c−, n0 > 0 such that
the following holds. For any n ≥ n0, and any independent sequence of real random
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variables X1, X2, . . . satisfying that for all i’s

E(Xi) = 0, E(Xi1Xi>0) ≥ α, |Xi| ≤ K a.s.,

one has that for any u <
√
n,

c−(1 + u)√
n

≤ P
(
min

i=1,...,n
Si > 0

∣∣S0 = u
)
≤ c+(1 + u)√

n
.

Proof. Denote Pu = P (· |S0 = u), τ = min{k ≥ 1 : Sk ≤ 0}. Then, note that (Sk)k≥1

is a martingale. Thus, by Doob’s optional stopping theorem,

Eu(Sτ∧n) = u.

But on the other hand,

Eu(Sτ∧n) = Eu(1τ>nSn) + Eu(1τ≤nSτ ){
≤ Pu(τ > n)Eu(Sn | τ > n)

≥ Pu(τ > n)
√
nPu(Sn ≥ √

n)−K
,

as Sτ ≤ 0 a.s., |Sτ | ≤ |Xτ | ≤ K, and by FKG inequality we have

Eu(1τ>nSn) ≥ Pu(τ > n)Eu

(
max(Sn, 0)

)
≥ Pu(τ > n)

√
nP0(Sn ≥ √

n),

(both τ and max(Sn, 0) are non-decreasing functions of X1, . . . , Xn). We can now use
that by the (inhomogeneous) CLT (Theorem 3.1) and the uniform lower bound on the
variances (provided by α2 > 0), P0(Sn ≥ √

n) ≥ c for some c > 0 and n large enough
(uniformly over the sequence X1, X2, . . .). This yields

Pu(τ > n)
√
nc−K ≤ u.

Rearranging gives the upper bound. For the lower bound, we claim that

Eu(Sn | τ > n) ≤ c
√
n (20)

for some c > 0, and any n large enough (uniformly over the sequence X1, X2, . . .).
Plugging this in the optional stopping display, we get

Pu(τ > n) ≥ cu√
n
.

Now, for u = 0, we have

P0(τ > n) = E0

(
1X1>0PX1(τ > n− 1)

)
≥ c√

n
E0

(
1X1>0X1

)
≥ cα√

n
.

Remains to show (20). Introduce τ ′ = min{k ≥ 1 : Sk ≥ A
√
n}, with A > 0 to be

fixed later.
Eu(1τ>nSn) = Eu(1τ>n1τ ′>nSn) + Eu(1τ>n1τ ′≤nSn).

Now, Eu(1τ>n1τ ′>nSn) ≤ P (τ > n)A
√
n. Remains to bound the other term. It is

equal to

Pu(τ > n)
n∑

k=1

Eu(1τ ′=kSn | τ > n).
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Using Markov’s property and Si,j =
∑j

k=iXk,

Eu(1τ ′=kSn | τ > n)

= Eu

(
1S1,...,Sk−1<A

√
n1Sk>A

√
n(Sk−1 +Xk + E(Sk+1,n |Sk, τ > n))

∣∣ τ > n
)

≤ Eu

(
1τ ′=k(A

√
n+K + E(Sk+1,n |Sk, τ > n))

∣∣ τ > n
)
.

Now, taking A =
√
2K, for any v > A

√
n,

E(Sk+1,n |Sk = v, τ > n) =
E(Sk+1,n1τ>n |Sk = v, τ > k)

P (τ > n |Sk = v, τ > k)

≤ E(|Sk+1,n|)
P (τ > n |Sk = v, τ > k)

≤ 2K
√
n,

as

P (τ > n |Sk = v, τ > k) ≥ P ( max
i=k+1,...,n

|Sk+1,i| ≤ A
√
n)

≥ 1−
E(S2

k+1,n)

A2n
≥ 1− K2

A2
=

1

2
,

by Doob’s submartingale inequality. Combining everything gives (20).
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