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1. Introduction

To study interactions between surfaces, it is necessary to accu-
rately measure the distance between them. Yet, for certain
kinds of surfaces, especially those that are stable or functional
only in an aqueous environment, this seemingly simple task re-
mains a challenge. Interference of light is routinely used to
measure small inter-surface separations, for example in the
famous Michelson–Morley experiments. In fact, application of
the technique stretches back to the time of Isaac Newton. In
the 1960s, Adam Curtis had the idea of using the same princi-
ple to measure the distance between a glass substrate and the
underside of a living cell adhering to it, under water, and ob-
served through an optical microscope.[1] He named this techni-
que “interference reflection microscopy” or IRM. In the years
after the first publication, a flurry of activity followed.[2–5] A
great number of improvements and refinements were pro-
posed, but it was soon realized that there was a fundamental
limitation to the accuracy of the measurements—the inherent
optical inhomogeneity of living cells. All interference-based
measurements ultimately rely on a detailed knowledge of the
refractive index of the object under study. This meant that as
far as living cells were concerned, in the absence of additional
information about the complex optical nature of the cell, the
distance measurements remained at best qualitative. For this
reason, the interest in quantitative IRM slowly died and it was
soon used only as a qualitative indicator of adhesion.[6, 7]

In the 1980s Sackmann and co-workers started applying the
closely related technique of “reflection interference contrast
microscopy” or RICM to surfaces that are much better behaved
in terms of their optics[8, 9]—surfaces such as those of colloidal
beads, lipid bilayers or membranes of unilamellar vesicles.
RICM, with its improved contrast, is perfectly suitable for quan-
titative measurement of inter-surface distances where one of
the surfaces is that of a planar transparent substrate. The
image recorded with RICM is a two-dimensional matrix of in-
tensities. With certain mathematical treatment, the intensities
are converted to the corresponding substrate/object distance.
While the lateral resolution of RICM is set by the limits of con-
ventional optical microscopy, the vertical distance resolution,
measured with the help of interference, can go down to 2 nm
for optically well defined, static objects. Recently, by taking ad-
vantage of modern digital cameras and fast data storage, RICM
has been used to probe a variety of dynamical phenomena in-

cluding adhesion of vesicles, the dynamics of colloidal beads
close to a surface, single-molecule receptor–ligand kinetics
and, admittedly with less precision in the height determina-
tion, even cell adhesion. In fact, with the insight gained from
working with simpler objects, RICM is now poised to also be
adapted for quantitative work with cells.

A few key advances have been made in RICM in the last five
years. One crucial advance was the introduction of dual (and
later, multi)-wave RICM, which removes the difficulty of identifi-
cation of the phase associated with any interference technique,
and thus enables absolute height measurements.[10] The next
important improvement was the realization that the circular
symmetry of the fringes formed by colloidal beads can be ex-
ploited to track them robustly with great accuracy—1 nm in
the vertical and 10 nm (sub-pixel) in the lateral direction.[10, 11]

For vesicles, a new way of analysing the data, based purely on
considerations of refractive indices of the reflecting surfaces,
which additionally takes into account reflection from multiple
interfaces arising from the finite nature of the vesicle mem-
brane, opened the way for very accurate mapping of the top-
ography of the underside of the vesicle.[12] Integrating the new
multi-interface analysis with dual-wave RICM opens up the
way for absolute height determination for fluctuating mem-
branes. Another novel analysis technique that has been recent-
ly introduced is dynamical RICM, which uses fluctuations as a
tool to detect bond clusters that are not detectable other-
wise.[13]

These innovations, along with older experimental and theo-
retical work, make RICM a very powerful technique to study
inter-surface interactions, in particular adhesion. It has the
added advantage of not requiring any labelling of the sample,
and can be implemented with relative ease and very little in-
vestment on a standard inverted microscope. It can also be
combined with several other microscopic techniques, such as
fluorescence,[4, 14] as well as with force transducers, for example
optical or magnetic tweezers.[13, 15, 16] In spite of all these advan-
tages, it remains a relatively unknown and underused techni-
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que. One of the main reasons is that the interpretation of data
is not always straightforward. Herein, we provide a guide to
setting up a RIC microscope and interpreting the images. We
include examples from fields as diverse as colloid physics,
membrane physics and cell adhesion to demonstrate the ver-
satility and capabilities of RICM. We hope that this review will,
on the one hand, inspire new users to apply RICM to their spe-
cific needs and, on the other hand, serve as a practical guide
for existing users and help them in quantitative interpretation
of their observations.

2. Experimental Set-up

2.1. Typical Equipment

We describe here the standard version of a RICM set-up, which
consists of a light source, an inverted microscope equipped
with an antiflex objective and a CCD camera. The sample is ob-
served under monochromatic epi-illumination. The typical set-
up is shown in Figure 1. Variations and add-ons are described
below.

The light source should be incoherent and have sufficient
power density at the chosen wavelength. A classical 100 W
high-pressure mercury lamp, or modern bulbs offering longer
lifetime and more power for similar spectral peaks,1 are all
good choices. The latter is located in a separate unit, connect-
ed to the rear entry port of the microscope with a liquid fibre.
The advantage of this configuration is that the lamp is pre-ad-
justed for homogeneous illumination. Additionally, it prevents
direct heating of the microscope body, thus reducing the drift
of focus—a crucial concern for RICM. When using a classical
lamp, manual alignment is necessary to ensure homogeneous
illumination. During all adjustments, caution should be taken
to avoid direct exposure of the eye.

An inverted microscope is generally used. This is particularly
useful for samples where the object of interest has to sedi-
ment down to the floor of the observation chamber, as is the
case for all the examples presented here. The illumination path
inside the microscope includes: a collector at the entrance of
the fibre; an interference filter2 protected by an anti-caloric
filter ; and two adjustable diaphragms, namely the aperture di-
aphragm (AD) and the field diaphragm (FD), which are posi-
tioned with respect to the sample and objective to realize a
Kçhler illumination (see Section 4). The reflector cube in the
light path is composed of a polarizer (P), a semi-reflecting
mirror (SRM) and a crossed polarizer (analyser, A). The objective

Figure 1. Typical experimental set-up and optical path for a standard RIC mi-
croscope. AD: aperture diaphragm; FD: field diaphragm; QWP: quarter-wave
plate; SRM: semi-reflecting mirror ; P: polarizer ; A: analyser. The circular
zoom illustrates the polarization of light with the antiflex method.
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is specially designed for RICM and includes a built-in quarter-
wave plate (QWP) located in front of the front lens. The com-
mercially available option is Neofluar Antiflex (Zeiss). It is of
the oil immersion type, with magnification � 63, numerical
aperture 1.25 and includes a phase ring for phase-contrast
studies. The quarter-wave plate is optimized for a wavelength
of 546 nm, which is therefore the recommended wavelength
to use in the one-colour set-up.

Currently, the best-suited detection device is a CCD camera,
for which several characteristics have to be considered: matrix
and pixel size in relation to sample size and magnification; and
light detection range of the pixels. Typically, a matrix of 1000 �
1000 pixels or less and a pixel size of 8 mm is used. The capaci-
ty of the camera to detect low-light signals is irrelevant on the
standard set-up, since the background is grey and should be
roughly set in the middle of the detection range. However, the
number of grey levels (usually encoded on 8 to 16 bits) is cru-
cial for measurements involving the direct conversion of inten-
sity into substrate–sample separation distance. Finally, modern
CCD cameras usually ensure sufficient linearity and sensitivity
together with limited noise.

2.2. Typical Samples

In the typical configuration, the sample under study is deposit-
ed on a glass cover-slide of refractive index ng = 1.5253 and im-
mersed in an aqueous medium (water or physiological buffer)
of refractive index nw = 1.333. In some cases, the immersing (or
outer) buffer may contain additional sugar or proteins, which
raises the refractive index to nout>nw. Herein, the typical ob-
jects studied include (see Figure 2):

A) micrometre-sized spherical beads of silica (n’1.45), soda
lime glass (n = 1.52) or latex (n = 1.59),

B) thin films of liquid, polyelectrolyte, polydimethylsiloxane
(PDMS) or supported lipid bilayers, often in addition to
beads or vesicles,

C) giant unilamellar vesicles of radius 1 to 100 mm (bound by
a lipid membrane, nm = 1.49), usually filled with a sucrose
solution of refractive index nin,

D) animal cells bound by a lipid plasma membrane and of
typical lateral extension of 5 to 100 mm; the cell contains
other membranous internal structures or organelles and
has a variable total thickness ranging from sub-microme-
tres to 5–10 mm.

3. Theory

3.1. Interferences

The optical basis for interferences occurring in RICM is shown
in Figure 3 A. A monochromatic incident ray I0 is first reflected
at the glass/medium interface to give the ray I1; the transmit-

ted ray is reflected further at the surface of the object and
gives rise to the ray I2. Rays I1 and I2 interfere and give rise to a
resultant intensity I, which for quasi-normal incidence is given
by [Eq. (1)]:

I ¼ I1 þ I2 þ 2
ffiffiffiffiffiffi

I1I2

p

cos 2khðx; yÞ þ �½ � ð1Þ

with k = 2pn1/l and f a phase shift usually equal to p. h(x,y) is
the distance separating the object and the glass substrate at
the lateral position (x,y). The intensities I1 and I2 depend on the
incident I0 as: I1 ¼ r2

01I0 and I2 ¼ 1� r2
01

� �

r2
12I0, with the Fresnel

reflection coefficient rij ¼ ni�nj

niþnj
(i,j = 0,1,2). Therefore, the appear-

ance of contrast in RIC micrographs depends on the last term
in Equation (1), which is a function of h.

3.2. Contrast in Reflection and the Antiflex Technique

As seen before, the intensity of the reflected signal depends
on the reflection coefficients. The intensity of light reflected in
water on soft materials and biological interfaces, such as mem-
branes or polymers, is low. For example, at the water/lipid in-
terface with n1 = nw = 1.333 and n2 = nlip = 1.486, r2

12 = 0.003, and
at the glass/water interface r2

01 = 0.005. Therefore, any stray re-

Figure 2. Typical samples: schematic representation of the profile and the
RIC micrograph. A) Polystyrene bead (10 mm in diameter) hovering above a
substrate. Scale bar : 2 mm. B) Edge of a millimetre-sized actin-containing
droplet. Scale bar: 5 mm. C) Giant phospholipid vesicle partially adhered to a
substrate. Adhesion domains are indicated by arrows. Scale bar: 5 mm.
D) Spreading monocyte with a large lamellipodium indicated by an arrow.
Scale bar: 5 mm.

3 Thickness 170 mm (number 1.5) with especially low thickness variations of
�1 mm (available from Assistant Hoechst, Germany).
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flection occurring inside the microscope obscures the signal of
interest. The antiflex method was designed by Ploem[2] to over-
come this problem and uses the cross polarizers in the micro-
scope reflector combined with the quarter-wave plate included
in the antiflex objective (Figure 1, zoom). The incident non-po-
larized light is rendered linearly polarized after passing through
the polarizer. After passing through the quarter-wave plate, it
is circularly polarized. In the sample, the circularly polarized
light may encounter: 1) interfaces with decreasing refractive
index—here the parallel component of the electric field is
shifted by p, while the perpendicular component remains un-
affected; and 2) interfaces with increasing refractive index—
here the perpendicular component of the electric field is shift-
ed by p, while the parallel component remains unaffected. In
both cases, the reflected ray, which passes again through the
quarter-wave plate, is rendered linearly polarized with a p/2
orientation shift and passes unperturbed through the analyser.
All incident stray light that is reflected before reaching the
quarter-wave plate is blocked by the crossed analyser. The con-
trast obtained from the interferences is measured using the
fringe visibility u ¼ Imax�Imin

ImaxþImin
, where Imax and Imin are respectively

the maximal and minimal intensities of the fringe pattern.

3.3. Coherence and Resolution

Up to now, we have considered coherent monochromatic
light. In practice, however, the light source is incoherent, not
perfectly monochromatic, and presents a certain spatial exten-
sion. The theory of partial coherence[17] states that [Eq. (2)]:

I ¼ I1 þ I2 þ 2
ffiffiffiffiffiffi

I1I2

p

g12 cos 2khðx; yÞ þ �½ � ð2Þ

which defines g12, the mutual degree of coherence. When con-
sidering two rays of equal intensity, the fringe visibility is there-
fore u=g12, and u= 1 in the case of purely coherent mono-
chromatic light [see Eq. (1)] . Due to incoherence, only rays
coming from the same point of the source can actually inter-
fere. One can therefore define a certain coherently illuminated
volume where the optical path difference between rays issued

from the same point source
gives rise to a phase difference
of less than 1. The size x of this
zone, related to the resolution of
the technique, can be calculated
from the theory of coherence in
quasi-monochromatic light. After
spectral filtration, the incident
light is considered as quasi-
monochromatic if the optical
path differences considered
satisfy Ds ! l2/Dl= 0.5462/0.012
�30 mm, which is mostly true in
practice. In Kçhler illumination,
the source is defined by the
aperture diaphragm, which is a
disk of radius 1, small compared
to the source–image distance D ;

in the microscope, these quantities are expressed in terms of
the illumination numerical aperture (INA) as INA = n1/D = nsina

where a is the source angular size seen from the sample or,
equivalently, the angle of the cone of light emerging from the
objective (Figure 3 B,C).

Under these conditions, the Van Citter–Zernike theorem
shows that the mutual degree of coherence is equal to the
amplitude of the point spread function g12j j ¼ 2J1ðuÞ

u ’
sin u

u with
u ¼ 2pn

l

1x
R , and J1 a Bessel function of the first kind. This expres-

sion can be understood by considering the interference of
light from two pinholes at a distance x from each other and lo-
cated at a distance D from the source of size 1 (Figure 3 B).
Therefore, the volume of coherent illumination defined by u<

1[18] corresponds to x < xc ¼ 0:16 l

INA . Partial coherence is achieved
when xc < x < xpc ¼ 0:5 l

INA . So a high INA imposes a reduced co-
herence, in particular along the optical axis, which reduces the
depth of focus. In the focal plane, each point spreads as an
Airy disc of extension scaled by 2pNA/l, with NA = 1.25 the
numerical aperture of the objective. According to the Rayleigh
criterion, the lateral resolution is given by half the width of the
Airy pattern, which corresponds to 1ic = 0.61 l/NA = 0.264 mm
for incoherent illumination and 1co = 0.82 l/NA = 0.355 mm in
coherent illumination. So at low INA, the resolution is given by
xpc, while at high INA it is given by 1icr.[19] The necessity of
using an incoherent source now appears clearly : the incoher-
ent illumination imposes that the maximal fringe visibility
arises from the region illuminated in the vicinity of the focal
plane while other regions of the sample do not contribute to
the interferences. Moreover, the size of the region of visibility
can be tuned through the INA (see Section 4.2).

3.4. Intensity–Height Relations

3.4.1. Simple Relation

In its simplest form, Equation (1) can be rewritten using the
sum S and difference D of the maximal intensity
Imax ¼ I1 þ I2 þ 2

ffiffiffiffiffiffi

I1I2

p
and minimal intensity

Imin ¼ I1 þ I2 � 2
ffiffiffiffiffiffi

I1I2

p
. Using f=p, one finds [Eq. (3)]:

Figure 3. A) Interferences in quasi-normal incidence. B, C) Influence of the illumination aperture (after ref. [9]):
B) two pinholes P1 and P2 at a distance x are illuminated coherently if x < xc ¼ 0:16 l

INA , with INA = n1/D ; C) in reflec-
tion, P1 and P2 also act as coherent secondary sources if the object distance h is sufficiently small. (A: aperture; O:
object plane; L: lens).
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2 I ¼ S� D cos
4pn1

l
h

� �

ð3Þ

This way of writing Equation (3) is useful since S and D are ex-
perimentally measurable quantities.

3.4.2. Effect of Illumination Numerical Aperture (INA)

In RICM, the two pinholes introduced in Figure 3 B correspond
to the points of first reflection P1 at the substrate and second
reflection P2 at the object of rays coming from a unique point
source (Figure 3 C). The mutual degree of coherence g12 is
again the amplitude of the point spread function, but calculat-
ed this time parallel to the optical axis and is written as
g12 ¼ sin y

y eiy with y = 2 khsin2(a/2).[17] Inserting this expression in
Equation (2) gives the result obtained by R�dler and Sack-
mann,[9] which we rewrite here using S and D [Eq. (4)]:

2 I ¼ S� D
sin y

y
cos

4pn1

l
h 1� sin2ða=2ð Þ½ �

� �

ð4Þ

Here a is half the angle of the cone of illumination
(Figure 4), which is related to the illumination numerical aper-
ture through INA = n1sin a, and n1 is the refractive index of the
sample medium. Alternatively, the previous expression can be
derived by assuming a uniform illumination angle between 0

and a and integrating directly the reflected intensity on the
angles of incident light.[9] It compares successfully with the pio-
neering numerical study of the effect of INA in IRM, by Gingell
and Todd.[20] This expression shows that with increasing INA:
1) the visibility decreases and 2) the fringe spacing is stretched
(Figure 4).

3.4.3. Effect of Multiple Interfaces

Up to now, we have considered only one reflecting interface in
the object. However, in the case of a vesicle, for example, it is
important to account for an additional interface by considering
separately the interfaces outer-medium/lipid and lipid/inner-
medium (Figure 5 A). In this case, the combination of reflected

and refracted rays leads to the reflection [Eq. (5)]:

r ¼ r01 þ 1� r2
01

� �

e4pin1 d1=l r12 þ r23 1� r2
12

� �

e4pin2 d2=l
	 


ð5Þ

Here d1 = h is the membrane–substrate distance in the outer
medium of index n1 = nout and d2 = dm’4 nm is the membrane
thickness of index n2 = nm’1.49.[9] This leads to a shift h0 in
the fringes (Figure 5 B) which are given by [Eq. (6)]:

2 I ¼ S�2 Dcosf2 k½hðx,yÞ�h0�g ð6Þ

where h0 ¼ � l

4pnout
arctan g sin d

1þg cos d, with g ¼ r23

r12
1� r2

12

� �

and d=

4 pnmdm/l.[12] Therefore the shift depends on the refractive
index of both inner and outer media.

3.4.4. Effect of Tilted or Curved
Interfaces

In the preceding sections, it was
implicitly assumed that the re-
flecting interfaces are planar and
perpendicular to the optical axis.
However, if the normal to an in-
terface is tilted with respect to
the optical axis or if an interface
is curved, reflected rays will be
displaced laterally compared to
their position of incidence. The
case of a sphere is illustrated in
Figure 6 A. To quantify this effect

on the fringe pattern, one has to trace back and sum the con-
tribution of all the reflected rays reaching a given point of the
image plane.[21, 22] The radial profile of intensity obtained nu-
merically in the case of a sphere is shown in Figure 6 B (g).
(c) is the radial profile obtained for the same sphere, but
using Equation (3) and describing the surface of a sphere as a
succession of infinitely small horizontal segments, on which
light arrives and is reflected parallel to the optical axis. A tilted
interface induces a reduction of the inter-fringe distance. Due
to the lateral resolution of the microscope, the fringes are visi-
ble as long as the slope of the interface @h/@x is less than the
maximal slope @h/@x jmax = n/ng(NA�INA).[9]

Figure 4. Effect of non-zero illumination numerical aperture (INA) on fringes. A) Incident rays belong to the cone
of half angle a. B) Fringes are stretched and damped (g : INA = 0.8; a : INA = 1) compared to the reference in-
tensity of Equation (3) [c] .

Figure 5. Effect of a triple interface on fringes. A) Refractive indices with
triple interface in the case of a membrane hovering above the substrate.
B.) Fringes are shifted by a distance h0 of typically 30 to 40 nm (g) com-
pared to the reference intensity of Equation (3) (c).
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3.5. Dual-Wave RICM

One major drawback of the conventional mono-wavelength
RICM discussed so far is that the information about the phases
of the beams reflected by the various interfaces of a film is not
known. In other words, from Equation (3) it is clear that the in-
tensity is a function of the height modulo a factor l/2n (where
l is the wavelength of the incident light and n is the refractive
index of the medium). This repetition of the fringe pattern is
well known in any interference phenomena. In the context of
RICM with green illumination, it means that unless it is clearly
established that the object in question (or a part of it) is closer
to the substrate than 100 nm, the height cannot be deter-
mined unambiguously from the intensity (Figure 7 A). In the

context of cell or vesicle adhesion, this requirement is often
fulfilled since the adhering membrane is necessarily at the sur-
face. In the case of freely fluctuating membranes or colloidal
beads, however, there may often be an ambiguity about the
phase factor of the cosine defining the height/intensity rela-
tionship. This drawback can be overcome by dual-wave RICM,
which compares the interferograms obtained simultaneously
at two different wavelengths (Figure 7 A). The additional perio-
dicity and boundary condition introduced by observing a
second wavelength lifts the ambiguity and enables the meas-
urement of the absolute height of an object above a planar
surface.[10, 23, 24]

From Equation (3), if the information about the intensities Ig

and Ib (g = green, b = blue) is available for two wavelengths lg

and lb, respectively, Ib can be expressed as a function of Ig

[Eq. (7)]:

Ib ¼ Dg � Sb cos
lg

lb

� �

arccos
Db � Ig

Sg

� �

ð7Þ

where Dg;b ¼ Ig;b
max � Ig;b

min, Sg;b ¼ Ig;b
max þ Ig;b

min, and the subscripts
max and min denote the maximum and minimum intensity, re-
spectively. A parametric plot of Ig and Ib (Figure 7 B) demon-
strates that a unique height can be assigned to every given
pair of values Ig and Ib.

The particular choice of lg and lb pushes up the range of
unambiguous height determination to about 800 nm. Howev-
er, in principle, any combination of multiple wavelengths can
be used.[10, 25] In this case, the range of height determination is
limited only by the depth of focus.

4. Practical Hints and Alternative Set-ups

Based on the previously developed theoretical bases, in this
section we present some practical aspects of the use of RICM.
We also briefly describe the implementation of dual-wave
RICM and the combination of RICM with fluorescence.

4.1. Kçhler Illumination

Implementing a proper Kçhler illumination ensures that all the
optical elements are oriented and centred correctly with re-
spect to the light path. While the Kçhler adjustment for trans-
mitted light is often explained in manuals for advanced micro-
scopy, the adjustment for reflected light is usually ignored. The
principle is, however, the same, except that in the case of re-
flected light microscopy, the aperture diaphragm is placed
right after the source/condenser and the field diaphragm is
placed between the aperture diaphragm and the objective
(Figure 1[18]). As in transmission microscopy, Kçhler adjustment
ensures that: 1) when the object is in focus, the aperture dia-
phragm is conjugate to the exit pupil of the objective and the
field diaphragm is conjugate to the object plane; 2) both the
diaphragms are perpendicular to the incident light beam; and
3) both the diaphragms are properly centred. In epi-illumina-
tion on an inverted microscope, the first two conditions are
usually fixed by the microscope manufacturer. To fulfil condi-
tion (3) for the field diaphragm, it is usually sufficient to centre
it visually. To centre the aperture diaphragm, it is very useful to
be able to look directly at the exit pupil of the objective. This
can be achieved either with the help of a Bertrand lens or
simply by removing one of the oculars and looking through
the ocular tube. One can then see two concentric rings that in
fact arise from the phase ring built into the antiflex objective.
The opening of the aperture diaphragm is also directly seen
and it can be centred easily with respect to the phase ring. To
achieve finer adjustment, the ocular is replaced and the object
is slightly defocused; if the image of the object does not shift
but simply dilates, the aperture diaphragm is properly centred.
If not, its position can be slightly adjusted to bring the image
back to its original position. This has to be done repeatedly

Figure 7. Dual-wavelength RICM. A) A single wavelength (green, c) does
not permit the unambiguous retrieval of the height from a measurement of
the intensity. Usage of a second wavelength (blue, a) lifts the ambiguity
for h up to 800 nm. B) Variation of the blue intensity as a function of the
green intensity with h as a parameter is used to determine h. Equivalently,
the curve is obtained using Equation (7).

Figure 6. Effect on the fringes of a curved interface. A) Reflected rays are
shifted away from the vertical axis of a bead. B) Fringes calculated for a
spherical bead of radius 5 mm at a distance 1 nm from the substrate: assum-
ing normal incidence on a surface segmented in horizontal steps (g) or
taking into account the deflection of rays by the curved interface, with
INA = 0.1 (c).
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untill defocusing no longer shifts the image. At this point,
Kçhler illumination is properly achieved.

4.2. Using the Aperture Diaphragm

In epi-illumination for fluorescence, the correct choice for the
opening of the aperture diaphragm (INA, see Section 3.3) cor-
responds to the numerical aperture of the exit pupil of the ob-
jective. However, in RICM, the choice of the INA is dictated by
other considerations. Here, the illumination angle determines
how close the set-up is to the case of perpendicular incidence.
Thus, if the simple formula [Eq. (3)] is to be used for data anal-
ysis, it is imperative to keep the INA as small (point-like) as
possible. The other consideration is the depth of field. As in
any microscopy, the smaller the illumination angle, the larger
is the depth of focus, as explained in Section 3.3. Therefore, if
the experiment requires a large depth of field, for example to
reconstitute the height of an object up to a couple of micro-
metres above the substrate, the INA should be kept small. This
is often the case while working with beads or when the fluctu-
ations of the membrane of a very floppy vesicle are to be
measured. However, if the object of interest lies close to the
substrate, it is sometimes better to use a large INA for two rea-
sons. Firstly, a large INA improves the lateral resolution. Sec-
ondly, a smaller depth of focus means that the light is ren-
dered incoherent before it travels far into the substrate. Thus,
if the object is thin and there may be a second reflection from
the upper surface, as is often the case with cells, a large INA
may avoid the problems arising from multiple reflections. For
this reason, in cell work, a high INA is usually recommended.4

4.3. Adjusting the Quarter-Wave Plate, Uniformity of Field
and Focusing with the Field Diaphragm

Clearly, to be effective, the quarter-wave plate needs to be ori-
ented correctly (axis at 45o with respect to the direction of po-
larization). To achieve this, after adjusting the INA to a closed
position, the quarter-wave plate should be rotated (with the
help of the collar near the top of the antiflex objective) until
the field of view is maximally illuminated. Simultaneously,
halos arising from undesirable reflections should be strongly
reduced.

Since in RICM the intensity information is used for quantita-
tive analysis, it is very important to achieve uniform and homo-
geneous illumination over the entire field. If the microscope is
well adjusted as described above, including the lamp position-
ing, the main source of inhomogeneous illumination arises
from a tilt of the sample holder with respect to the focal plane
of the objective. This problem can be easily detected by check-
ing whether or not the image of the field diaphragm is sharply
in focus all along its periphery. If not, the sample holder has to
be rendered horizontal[11] by using adjusting screws and test-

ing the sharpness of the field diaphragm at different points of
its circumference. For high-precision measurement, the field di-
aphragm should be perfectly in focus. This can be achieved by
using a piezoelectric element placed under the objective, to
move the objective vertically on a short range around the
focal position and record images simultaneously. The position
at which the diaphragm appears the sharpest corresponds to
the focus. An easy way to measure the sharpness is to fit a sig-
moidal curve to an intensity profile taken perpendicular to the
diaphragm image. A precision of the order of 10 nm is ach-
ieved using this method at high INA.[11] Alternatively, the var-
iance of the image of a portion of the diaphragm can be moni-
tored[16] or a bead attached to the substrate can serve as refer-
ence for an autofocus.[26]

4.4. Camera Specifications and Settings

Dynamic range, exposure time and noise are important con-
cerns for quantitative RICM performance. For recording, a CCD
camera with sufficient dynamic range must be chosen. The
maximal resolution dI in intensity measurement is related to
the number of grey levels Ngl by dI = (Imax�Imin)/Ngl assuming
that the full range is used. Ngl = 2n, with n the bit depth of the
camera, usually 8 to 16. Unlike in fluorescence, the feebleness
of illumination is usually not an issue. However, since fast dy-
namical processes are often studied, it is interesting to reduce
the exposure time as much as possible. However, a reduced
exposure time decreases the signal-to-noise ratio, which direct-
ly affects the precision of the measurement. This can be partly
compensated for either by increasing the illumination through
the aperture diaphragm (with the consequences discussed in
the previous paragraph), or by applying an image treatment
(see Section 5). In studies of time-dependent fluctuations
where the intensity is directly transformed into height, another
concern enters the picture—that of the shot noise of the
camera which increases as the square root of the intensity.[58]

4.5. Combination with Fluorescence and Dual-Wave RICM

RICM can easily be combined with other techniques, such as
epifluorescence or bright-field/phase-contrast in transmission.
In the case of bright field, two different incident wavelengths
have to be used for the two techniques. In the case of fluores-
cence, if the dye is chosen appropriately, a single incident
wavelength can be used for both the techniques. The polariz-
ing filter cube is placed in the filter wheel to take advantage
of the antiflex technique. The reflected light contains both the
RIC signal and the fluorescence signal. These are separated
using a filter cube appropriate for the fluorescent dye used
just before the light enters the camera. Alternatively, a dual-
band filter may be used to illuminate the sample with one
wavelength being used for RICM and the other for fluores-
cence. The subsequent set-up remains the same, except that
the choice of filters may have to be modified. Since the ampli-
tude of the recorded signals for RICM and fluorescence may
differ by orders of magnitude, care has to be taken to ensure
that the emission wavelength and the RICM wavelengths are

4 To quantitatively account for the INA and make use of Equation (4), the INA
has to be measured. This can be done by tracing the cone of light emerging
from the objective by placing transparent blocks in place of the sample and
marking the diameter of the cone on each block. The INA is related to the
half-angle a of this cone, which is the cone of illumination, by INA = nsin a.
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well separated in the spectrum. A similar set-up can be used
to implement dual-wave RICM. A dual-band filter is introduced
into the path of the incident light. An additional separation of
colours may be required in the reflected/emitted light path.
This is effected using filters and/or dichroic mirrors just before
the light enters the camera(s).

An issue that has to be resolved in any multi-wavelength
work using the antiflex objective is that of chromatic aberra-
tion. The commercially available antiflex objective is of the
type “plan-Neofluar” and is therefore capable of forming high-
quality images in monochrome. However, in practice it gives
rise to the problem that the focal planes of the different wave-
lengths differ. For example, the plane of focus of the blue
wavelength is displaced by as much as 0.6 mm from the plane
of focus of the green wavelength.

Two specific implementations can be envisaged for multi-
wavelength applications, which address the issue of chromatic
aberration. In the first implementation, two separate cameras
are used for the two wavelengths,[10] and their positions are
adjusted such that the image is focused correctly for each. A
convenient device is a dual video adapter (Zeiss, Germany)
which can be used to separate the two wavelengths.[27] The
two cameras can be coupled electronically in such a way that
one signal suffices to activate both,[27] thus ensuring perfectly
simultaneous recording. A less precise alternative is to activate
the two cameras independently. The small time lag thus intro-
duced has to be then corrected for during the data analysis
stage by comparing the in-plane trajectories of moving objects
recorded by the two cameras and demanding that they over-
lap perfectly.[10]

The alternative to using two cameras is to use a single
camera that images both channels. In this case, it is necessary
to implement a semi-automated focusing system using, for ex-
ample, a motorized microscope so that the objective can be
driven automatically over a predetermined distance to focus
alternately at the relevant focal planes. The colours can be sep-
arated either by use of a colour camera or by introducing ap-
propriate filters in the light path in a synchronous fashion.

4.6. IRM versus RICM

Originally, Curtis introduced the interferometric measurement
of cell-to-substrate distance under the name “interference re-
flection microscopy” or IRM.[1] The crucial difference with RICM
is that the antiflex method, which considerably improves the
contrast (see Section 3) is not used. In many biological applica-
tions, IRM is still preferred over RICM, perhaps because the an-
tiflex objective is commercially available from only one compa-
ny and for one choice of magnification (Section 2). In addition
to offering a poorer contrast, the precise intensity/height rela-
tionship, which accounts for polarization effects, is also differ-
ent for IRM and RICM. While IRM can be used for qualitative di-
agnosis of close contact, for quantitative application where it
is desirable to explicitly measure the cell-to-substrate distance
from the intensity, it is imperative to use a correctly adjusted
RICM set-up.

5. Image Treatment and Height
Reconstruction

To fully exploit the potential of the data for quantitative meas-
urements, RICM requires careful image treatment and analysis.
In this section, we first discuss the pre-treatment necessary
before the intensity information in the image can be converted
to height. We then discuss the estimation of the errors in-
volved in the height reconstruction process and finally explain
in detail the height reconstruction procedure for different
kinds of samples.

5.1. Heterogeneity of the Background and Reference
Intensity

Even when all the instrumental adjustments are done properly
as described before, the illumination is, often, still not perfectly
homogeneous. To correct for that at the image analysis stage,
a robust and easily implemented protocol consists of the fol-
lowing: the pixels in the image that correspond to the object
(bead/vesicle/cell) are masked and a planar parabola is fitted
to the background. The fitted parameters are then used to
generate a theoretical image of the non-uniform background
and this background is subtracted from the entire image.[12]

Another source of error arises from temporal variations in
the illumination intensity. It is a fact of life for the microscopist
that the best of lamps fluctuates in time. Fortunately, for most
purposes it is sufficient to work with relative and not absolute
intensities. In principle, for RICM work, it would be necessary
to monitor the incident intensity, for example by inserting a
diode into the incident light path. A way around implementing
this extra hardware is to use the average background intensity
as a reference;[12] more details are given in the following sec-
tion.

5.2. Height Reconstruction and Normalization of Intensity

The intensity versus height relations and their applicability has
already been discussed in Section 3. Below, we explain how
these equations have to be applied to real experimental data.

5.2.1. The Min/Max Method

Often, for example for a fluctuating colloidal bead or a mem-
brane that spans all heights between 0 and a couple of hun-
dred nanometres, the information about the quantities S and
D in Equation (3) can be extracted with relative ease from ex-
perimental data. If IM and Im are the maximum and minimum
intensities in the experimental fringe pattern that can be read
off by a simple algorithm, and the INA is low such that a
quasi-normal incidence can be assumed, for a planar interface,
IM = Imax and Im = Imin where Imax and Imin are the theoretical maxi-
mum and minimum of the intensity (defined in Section 3.4.1).
In this case, the substrate/object distance h can be determined
directly [Eq. (8)]:[28]
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2I � IM þ Imð Þ
IM � Im

¼ cos 4pn
h
l

� �

ð8Þ

where n is the refractive index of the outer medium and l is
the wavelength of the incident light. In practice, to correctly
identify IM and Im, it is necessary to look at an image sequence
rather than a single snapshot. Care must be taken to ensure
that scattering from surface defects or dirt or the camera noise
does not dominate the determination of IM and Im. We call this
the min/max method.

As is evident from Equation (8), an important question is
which branch of the cosine function to use. In the case of a
partially adherent membrane, it is clear that the adhered part
belongs to the first branch. Assuming that the membrane
height increases smoothly and continuously, one can assign
the values 2,3,4… to the subsequent fringes and choose the
correct branch accordingly. Alternatively, the branch can be de-
termined using dual-wave RICM (Section 3.5).

If INA is large, the approximation of quasi-normal incidence
no longer holds and the experimentally determined maximum
and minimum intensities cannot be directly used to determine
h. Also, if reflections from multiple interfaces are important, in
the light of Section 3.4, the min/max method cannot account
for the phase shift factor and correctly measures only relative
heights, not absolute heights. However, if INA is known, one
can, in principle, relate the observed minimal and maximal in-
tensity Im and IM with the values Imin and Imax by using Equa-
tion (4).

5.2.2. The Refractive Index Method

In the case where reflections from multiple interfaces are im-
portant or the object of interest does not span all the heights
between 0 and a couple of hundred nanometres, the min/max
method cannot be used. In this case, if the refractive indices of
the reflecting media are known, Equation (1), written in terms
of the Fresnel reflection coefficients, can be used to determine
the substrate/object distance h. In this approach, first the theo-
retically expected intensity curve Ith is generated using Equa-
tion (6).5 This curve is normalized with respect to the expected
background intensity I0. Finally, following Equation (5), the nor-
malized intensity curve is of the form [Eq. (9)]:

Ith � I0

I0
¼ Y0 � R0 cos 4pn

h� h0

l

� �

ð9Þ

where Y0, R0 and h0 are constants which are related to the re-
fractive index of the medium. These constants can either be
computed analytically using Equation (5)[12] , or a numerically
generated intensity curve is fitted with Equation (9) to obtain
the constants. The most important amongst these is the
phase-shift factor h0. Next, the intensity data are normalized

with respect to the measured background intensity. Finally, h is
found for every I by inverting Equation (9). We call this the re-
fractive index method. As in the min/max method, we need to
determine which branch of the cosine to use for determining
h. With the introduction of the phase-shift factor h0, there is a
0th branch added to the cosine wave spanning h = 0 to h = h0.

If INA is large, as before, the procedure described above
cannot be used directly. In this case, one possible approach is
to carry out the normalization of each branch of the cosine
separately. Accordingly, first the theoretically expected intensi-
ty curve, calculated following the procedure described above
and modified to account for the large INA [Figure 4 or Eq. (4)] ,
is normalized branch-wise so that the maximum and minimum
for each branch are at 1 and 0, respectively. Next, the experi-
mental intensity curve is normalized similarly and is compared
to the theoretical curve. Finally, the height corresponding to
each intensity is read off.

5.3. Absolute and Relative Height Determination

In the preceding sections, intensity/height relations were de-
veloped where the height h is the height of the object meas-
ured from the surface of the substrate. In other words, RICM
can, in principle, measure absolute heights. For many applica-
tions, however, it is sufficient to measure the relative height.
For example, in the case of a fluctuating bead, it may be
enough to know the increment in height from one time frame
to the next or in the case of an adhering vesicle, the quantity
of interest may be the shape of the membrane and not its ab-
solute location above the substrate. In fact, practically, absolute
height measurements are less reliable than relative height
measurements. The former requires knowledge of all the re-
fractive indices, whereas for the latter, since in general the re-
fractive index of the medium is known, a precise knowledge of
other refractive indices is not required as long as they do not
change significantly during the observation period.

5.4. Colloids—Height Reconstruction with Known Symmet-
ric Shape

As can be appreciated from Sections 3 and 4, measuring and
comparing absolute intensities is a delicate operation. In the
context of RICM, if the geometry of the object to be observed
is known, this knowledge can often be exploited to devise an
alternative to height determination from the intensity. Such a
symmetry-based analysis is often more robust than an analysis
based on quantification of the intensity.

In the context of colloidal beads, the known geometry of
the object is spherical. Therefore it is expected to give rise to
fringes with circular symmetry. The RICM image of a bead hov-
ering over a planar substrate consists of a concentric array of
circular interference fringes (Figure 2 A). A change in the
height of the bead changes this fringe pattern in a systematic
manner, as illustrated in Figure 8.

From considerations of geometrical optics, for a bead of
radius R, the relation between the height h and the radius rl of
the lth interference ring can be written in a simple form

5 This equation is written for three reflecting interfaces, as is the case with a
vesicle close to a base glass substrate. This can be generalized to any number
of interfaces.[9, 14]
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[Eq. (10)]:[10]

h rlð Þ ¼
ll
2n
� Rþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2 � r2
l

p

ð10Þ

This expression, however, proves to be inadequate since nei-
ther the illumination aperture nor the curvature of the bead is
taken into account. One way around this is to perform calibra-
tion experiments to construct, for a given R, an empirical rela-
tion between h, as calculated from the intensity using Equa-
tion (8), and rl, as measured from the pattern. This empirical re-
lationship is then used to determine the height of the beads
directly from rl in subsequent experiments. Using this techni-
que, the absolute and relative heights of a bead can be deter-
mined with an accuracy of 3 and 0.4 nm, respectively. This pro-
cedure can be generalized to a size-independent calibration,
which was implemented using an atomic force microscope to
precisely position beads of different known sizes over sub-
strates at known heights and recording the corresponding
RICM pattern.[11] The calibration curves were prepared from
measurements of rl for two different values of l for each
known value of h and R. In the real experiment, measurement
of the radii of two different fringes enables the determination
of the two unknown parameters h and R by comparison with
the calibration curves. This method has the advantage of
being model independent but has the disadvantage of being
dependent on the fine-tuning of the microscope. In both pro-
cedures, the symmetry of the fringes arising from the beads is
simultaneously exploited for determination of the lateral posi-
tion of the centre of the beads with sub-pixel accuracy.[11]

The height determination using fringes is very robust, but it
does not overcome the limitations of mono-wavelength RICM.
In certain conditions, the amplitude of bead fluctuations gives
an indication of the proximity of the surface. However, to de-
termine the absolute height in the general case, the dual-wave
approach of Section 3.5 and Figure 7 has to be adopted. In
practice, often the quality of data obtained from the green
wavelength is superior to that obtained from the blue, since
the green line of mercury (the standard illumination) is stron-

ger than the blue and the quarter-wave plate is optimized for
green. Therefore, it is often convenient to first determine the
height of the bead from the fringe pattern obtained from the
green illumination using the fringe method described above,
modulo the phase factor l

2l, and then to cross-check the blue
intensity to assign the appropriate value to l.

The main error in height determination for beads comes
from the structure of the beads themselves. Polystyrene beads,
which are commercially available and relatively easy to use for
most applications, have a fuzzy rather than hard surface. This
means that the optical interface is rather ill defined. Thus,
measuring the height of beads seemingly stuck to a glass sur-
face can yield non-zero values for the height.[11, 24] Using glass
beads or specially designed polystyrene beads (sulfate termi-
nated, rather than carboxyl terminated) improves the measure-
ment. However, in light of Section 5.3, it is clear that only the
absolute height determination is affected by this problem, and
the accuracy of the relative height determination remains
mostly sufficient.

5.5. Model Membranes—Height Reconstruction with
Unknown Shape

A free, small, and tense vesicle has the same spherical geome-
try as a colloidal bead and can be treated in the manner as de-
scribed above. However, if such a vesicle undergoes deforma-
tion, for example due to adhesion, or if one considers the
floppy membrane of a flaccid giant vesicle, the symmetry con-
siderations are no longer valid. In this case, there is no alterna-
tive to an intensity-based analysis. Classically, Equation (8) was
used to determine the topography of a membrane above a
substrate.[28, 29] This is adequate if the refractive index of the
buffer filling the interior of the vesicle is approximately equal
to the refractive index of the vesicle membrane. However,
often the vesicle is filled with a buffer whose refractive index is
considerably lower than that of the membrane. In this case,
the membrane has to be treated as a layer of finite thickness
and Equation (9), which takes into account the additional re-
flection from the membrane, must be used.

As can be seen from Equation (9) and Figure 9 A, accounting
for the extra reflection introduces a phase shift in the interfer-
ence pattern. One concrete consequence of this is that tightly
adhering vesicles exhibit a dark ring around the adhesion disc
(Figure 9 B). This ring represents the line of equal height corre-
sponding to h = h0 which occurs typically at about h = 36 nm
(typical values of refractive indices used in giant unilamellar
vesicle (GUV) adhesion assays: nin = 1.34, nout = 1.33). We refer
to this line as the “dark rim”. The presence of the dark rim
offers the practical advantage that it can be used to delimit
the parts of the membrane where the height has to be evalu-
ated in the 0th fringe (Figure 9 A), and is therefore below h0,
from the parts where it must be determined from the first
fringe. Another consequence is that within the adhesion disc,
the parts of the membrane that are close to the height h0

appear darker than the tightly adhering parts of the mem-
brane at a lower height. An example is seen in Figure 9C,

Figure 8. Top row: RICM fringe pattern arising from a colloidal bead that
changes its height h above a substrate from h = h1 with h1<l/2 to h = h2
with h2�l/2, and finally to h = h3 with h3>l/2. The intensity at the centre
of the innermost fringe changes; meanwhile the radius r of the first dark
ring-like fringe changes too so that r1< r2< r3. Scale bar: 2 mm. Bottom
row: schematic of the bead profile. The solid line at h =l represents the
height at which a fringe looks dark: the dark fringes above are the line of
equal height with h =l. As the bead height changes, the bead profile is in-
tersected by this line at different levels and thus the radial cross section r
changes.
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where the dark pockmarks are now correctly identified as ele-
vated blisters.

5.6. Cell Membranes—Height Reconstruction with Unknown
Shape and Unknown Refractive Index

As a first approximation, the refractive index of the intracellular
material can vary between 1.36 and 1.40.[3] Therefore, from the
discussion above, dark zones in RICM can be expected to cor-
respond to the areas where the membrane is close to the sub-
strate. Usually, the closer the membrane is to the substrate,
the darker is the corresponding area in the image. Therefore,
the tightly adhered areas of the cell show up as dark patches
in RICM. Often the simple detection of a dark patch can be
taken as a signature of tight adhesion. However, it must be
noted that unlike vesicles, a cell is rather inhomogeneous with
respect to its internal refractive index; local variations of mem-
brane composition or the presence of internal structures, for
example stress fibres close to the membrane,[3] may change
either the refractive index of the membrane or the local inter-
nal bulk refractive index. Moreover, there may be extra reflec-
tions from internal membrane-bound structures such as the
nucleus. For certain cell types, for instance neutrophils, there
may be considerable surface roughness, for example due to
the presence of microvilli that scatter, rather than reflect,
light.[30] Another consideration that is important while inter-
preting RIC images from cells is the possibility of a second re-
flection from the upper membrane of the cell[3, 5] (see, for ex-
ample, the lamellipodia in Figure 2 D). A particularly striking ex-
ample is that of a red blood cell for which, after adhesion,
strong fringes can be seen due to reflection from the upper
membrane of the cell even though the lower membrane is
tightly bound.[31] For all these reasons Equations (8) or (9), de-
veloped for smooth homogeneous membranes, cannot be ap-
plied, strictly speaking, to cells. As an alternative to asserting a
precise relationship between I and h, a semi-quantitative de-
scription may be adapted which distinguishes between “ad-
hered” and “non-adhered” parts of the cell membrane, where
“adhered” is less than 40 nm6 from the surface and “non-ad-
hered” is further away. This criterion of dark/bright is easy to

implement by eye, but a quantitative and robust implementa-
tion in a numerical algorithm requires some care and is descri-
bed next by taking a spreading neutrophil as an example.

In a RIC micrograph, a partially spread neutrophil appears as
a patchy grey and black area in a uniformly grey background
(Figure 10 A). Therefore, a simple intensity threshold algorithm

is not enough to identify the cell boundaries, since it contains
both brighter and darker than average intensities. To identify
simultaneously the boundaries of the cell and the adhesion
zones inside it, we exploit the fact that the intensity of the
background is more uniform than the intensity of the cell. In
other words, the spread in intensity of the background is nar-
rower than the spread in intensity within the cell. Application
of a simple variance filter7 shows that this operation alone is
not sufficient in the present case to identify the cell spread
area, since the well-adhered parts of the cell membrane are
uniformly dark. Thus, a combination of a variance filter to iden-
tify the non-adhering parts and an intensity threshold to iden-
tify the adhered areas has to be used.[30] The intensity thresh-
old can be easily identified by constructing a histogram of the
entire RIC micrograph. The peak of the histogram of course
corresponds to the grey background intensity. Careful inspec-
tion reveals a second peak, situated to the left of the main
peak, which corresponds to the darker adhered area. This
value can be used as the intensity threshold. Using the var-
iance threshold and the intensity threshold criteria, an image is
obtained where three distinct regions, namely the background,
the cell body and the dark adhesion zones, are clearly marked
out (Figure 10 B). In case a time-dependent process such as cell
spreading is observed, the thresholds determined for one
snapshot can be consistently used to evaluate the entire RICM
sequence.[30]

It is clear from the above discussion that the main error in
height determination in cells comes from the lack of an inde-
pendent measurement of the refractive index which may, in
addition, vary with time, for example with the movement of in-
tracellular organelles. However, if we are interested in relatively
fast processes that induce limited intensity variations, such as
membrane fluctuation, it may be safe to assume that the re-

Figure 9. A) Cosine function that represents the intensity versus height rela-
tionship, which shows a phase shift h0 with respect to the expectations from
simple theory. This implies that the lowest heights have to be determined in
the branch marked “0” and those between h0 and the first bright fringe
have to be determined in the branch marked “1”. B) RIC micrograph of a
vesicle adhering tightly to a substrate. Note the black rim around the adhe-
sion disc that arises as a consequence of the phase shift. C) Topography of
the adhesion disc reconstructed from (B).

Figure 10. A) RIC micrograph of a partially spread neutrophil. Scale bar:
5 mm. B) The corresponding binary image marking out the cell body and the
tight adhesion patches.

6 40 nm is an chosen rather arbitrarily since it is a little less than half way to
the maximum which occurs at 100 nm.

7 An m � m variance filter acts on the original image in such a way that it con-
structs an “s.d. image” where each pixel contains information about the
standard deviation of intensities contained in an m � m matrix centred on the
given pixel.
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fractive index changes much more slowly than the height. In
this case, in light of Section 5.3, the relative height measure-
ments remain reliable.

6. Applications

In this section we try to give a flavour of the power of RICM in
the context of a few recent scientific advances.

6.1. Colloidal Probes

6.1.1. Bead Tracking and Surface Mapping

The procedure described in Section 5.4 yields the trajectory of
the colloidal bead under study with 10 nm lateral and around
5 nm vertical resolution, depending on the state of the bead
surface (see Sections 5.3 and 5.4). Such a trajectory can be ex-
ploited to map the topography of the surface on which the
bead surfs[10, 11, 23] (Figure 11). Recently, simultaneous tracking of
a population of beads has been implemented; this enables
rapid tri-dimensional mapping of an entire surface.[11, 32] Anoth-
er interesting application is the tracking of beads undergoing
sedimentation. Using this technique, Stoke’s law was shown to
be applicable at the micrometre scale.[10] An intriguing possibil-
ity for further exploitation of the technique is to measure devi-
ations in bead trajectories to detect very dilute layers, of graft-

ed polymers for example, which interact very weakly with the
probes.

6.1.2. Colloidal Bead Rheology

In many soft systems the system configurations can be ob-
served and recorded directly, and therefore a fascinating possi-
bility arises: the interaction potential can be computed from
direct observation of the number of states being accessed.[33]

With RICM, the in-plane and out-of-plane positions of colloidal
probes can be measured with sufficient accuracy to exploit the
above possibility.[21, 23, 24, 34, 35] To achieve this, first the height of
the bead is traced over time using the methods of Section 5.4
(Figure 12 A). This height trace is then binned to construct the
probability distribution of the heights—as expected for an
object undergoing thermal fluctuations at the minima of a
well-defined potential, the probability distribution is, to a good
approximation, a Gaussian function. To construct the potential,
one can use the Boltzmann equation V(h) = kBTln[P(h)] , where
kB is the Boltzmann constant, T is the temperature, V(h) is the
potential and P(h) the probability distribution of the accessible
states (Figure 12 B). In a similar spirit, the height autocorrela-
tion function can be exploited with the help of the Langevin
equation to measure the friction g experienced by the bead
according to: hðtÞhðt þ tÞh it¼ kB T

V 0 0 e�t=t0 where V’’= d2V/dh2, and
t0 ¼ g

V 0 0 is the measured relaxation time (Figure 12 C).
If the colloidal probe rests on a polymer cushion, the stiff-

ness of the interaction potential V’’ and the friction coefficient
g can be related to the viscoelastic properties of the polymer.
This colloidal probe rheology is a facile technique for measur-
ing the viscoelasticity of thin films of soft materials. With this
technique, the elasticity of surface-grafted hyaluronan was
measured to be as low as 2 Pa.[23] The technique has also been
applied to polyelectrolyte multi-layers.[11, 24, 36] The force in-
volved here is the weight of the bead, of the order of
0.1 pN.[11] Therefore, this technique is particularly suitable when
the polymer is too soft to be probed by techniques such as
atomic force microscopy, in which forces of the order of 10 pN
or more are exerted.

6.1.3. Single Molecules Probed Using Flow

Recently, RICM has been used to study the motion of colloids
in a laminar flow. Tri-dimensional trajectories were segmented
in superposed layers parallel to the substrate and were ana-

Figure 11. A) RIC micrograph of an ensemble of 5 mm silica beads sediment-
ed on a polymer-coated surface. Scale bar : 10 mm. B) Tri-dimensional posi-
tions of the same beads retrieved from fringe analysis. C) Time-dependent
height and velocity of a 5 mm silica bead in a laminar flow.

Figure 12. A) Height trace of a colloidal bead hovering over a polymer layer. B) The potential in which the bead resides, as calculated from the height trace
using the Boltzmann equation. (*) represent data points and the line is their fit to a parabola. C) Height autocorrelation fitted with an exponentially decaying
function.
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lysed to measure the height-dependent transport properties. It
was shown that the long-predicted laws for the diffusion of a
sphere in the vicinity of a wall were valid.[11] Additionally, the
laminar flow was used to detect the formation and detach-
ment of the single bond formed between antibodies attached
to the beads and antigens linked to the substrate. It was
shown that in the presence of a hyaluronan coating, the thick-
ness of the polymeric layer, as measured by the bead surface-
distance under gravity, correlates well with the probability of
forming specific bonds. However, the unbinding rate was unaf-
fected by the polymer.[11] With improved precision, this
method may provide a powerful tool for the study of adhesion
dynamics at the single-molecule level.[37]

6.2. Films and Model Membranes

6.2.1. Thin Films

Thin films of MgF2 deposited on a glass cover-slide have been
used for a long time to improve the contrast in RICM.[9] RICM is
particularly useful for studying wetting phenomena, on both
uniform and patterned substrates.[38] For example, the shape of
a sessile droplet containing concentrated actin filaments has
been characterized and the edge geometry has been related
to the conformation and flow of the filaments[39] (Figure 2 B).
Thin films of PDMS have also been characterized by RICM[19]

and used as a patterned substrate to monitor cell deforma-
tions in RICM.[40, 41]

6.2.2. Free Membrane Shapes

RICM has proved to be the method of choice to probe the
configuration of model membranes that are bound to or hover
near a substrate[12, 14, 28, 29, 42, 43] (also see refs. [44, 45] and referen-
ces therein for an overview). In one of the earliest applications,
snapshots of the shape of a freely fluctuating membrane were
reconstructed.[8, 28] This information was then used to deduce
the dependence of the height on wavelength in the Fourier
space, which in turn gave a convenient way to measure the
bending elasticity of the fluctuating membrane using the theo-
retical model of Helfrich.[44, 46]

6.2.3. Contact Angle, Tension, Adhesion Energy and Vesicle
Spreading Dynamics

A powerful application of RICM is to estimate the adhesion
energy of a vesicle on a substrate. Like a liquid droplet, the
equilibrium shape of an adhering vesicle is determined by a
balance of forces which, for tightly adhering and relatively
tense vesicles, yields the Young–Dupre law W =s(1�cosq),
where W is the adhesion energy density, s is the membrane
tension and q is the contact angle. It must be remembered
that vesicles have a membrane that has a finite bending rigidi-
ty, which implies that the surface cannot support abrupt
changes in slope, since that would involve prohibitively large
membrane deformation energy. For this reason, the real micro-
scopic contact angle must always be p ;[47] however, a macro-

scopic contact angle can be defined and measured easily
using RICM from reconstruction of the shape of the membrane
in the radial direction. Under most circumstances,[42, 48] the ten-
sion s too can be determined from the reconstructed shape
via the so-called contact length L. L is defined as the distance
from the point at which the membrane adheres to the sub-
strate to the point at which the straight line representing the
vesicle profile far from the substrate intersects the substrate.
The shape of the membrane along the rim just outside the ad-
hesion disc is determined by a balance of elastic deformation
and membrane tension, which yields L ¼

ffiffiffiffiffiffiffiffi

k=s
p

.[44] Thus, since
q and L can be measured from the reconstructed height pro-
file, and the bending rigidity k is usually known for a given
membrane composition, the adhesion energy density can be
estimated.

With advances in the preparation of the mimetic GUV
system, which can be made to be an increasingly realistic
model of cells,[12, 14, 29, 42, 49–52] RICM has been used to probe dif-
ferent aspects of adhesion. The evolution of the vesicle adhe-
sion area with time has been measured.[12, 43, 53] Recently, the
evolution of the contact angle and the adhesion energy during
the adhesion of a vesicle has been followed.[53, 54] Similarly, the
evolution of the adhesion disc when the vesicle is submitted
to an unbinding force has also been studied.[15, 13]

6.2.4. Topography of the Adhesion Disc

The procedure described in Section 5.5 enables the precise
measurement of absolute membrane–substrate distance and,
therefore, the construction of the precise topography of the
adhesion disc. This in turn opens up the possibility of deter-
mining the binding configuration of large adhesion proteins,
without crystallizing them and without the necessity of apply-
ing force as would be the case if techniques such as atomic
force microscopy (AFM), micropipette aspiration (biomem-
brane-force probe, BFP) or surface force apparatus (SFA) were
used.[55, 56] Furthermore, since membrane proteins are probed
while they are membrane bound, the geometry mimics closely
the real situation in a cell. This way of measuring protein di-
mensions was validated in a GUV/supported lipid bilayer (SLB)
system using biotin/avidin-mediated binding as a model. The
inter-membrane distance was found to be 7�1 nm, which
compares very well with the theoretical expectation of 8 nm.[14]

Subsequently, the technique was applied to adhesion mediat-
ed by E-cadherin (Ecad) extra-cellular moieties. Since Ecad has
five extra-cellular domains, each capable of binding with an
opposing partner, the precise configuration in which Ecad
binds is a subject of ongoing debate. On the basis of force-in-
duced unbinding experiments (see ref. [56], and references
therein), three different binding configurations were proposed:
overlap of only the outermost domains (EC01 EC01), of the
three outermost domains (EC01–EC03 EC01–EC03) or of all five
domains (EC01–EC05 EC01–EC05). In our force-free experi-
ments, the inter-membrane distance was measured as 55�
10 nm, which implies that at least in the specific case of vesi-
cle-to-bilayer adhesion, the Ecad binds predominantly in the
(EC01 EC01) and the (EC01–EC03 EC01–EC03) configurations.[14]
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6.2.5. Dynamical RICM and Analysis of Thermal Fluctuations

It has already been demonstrated above how the thermal fluc-
tuations of colloidal beads can be exploited to measure the
local interaction potential and the friction. A similar quantita-
tive analysis, called dynamical RICM (Dy-RICM) can be imple-
mented for membranes. A pixel-by-pixel map of the mem-
brane fluctuations is prepared by a frame-by-frame analysis of
the height using either Equation (8) or Equation (9), and then
calculation of the standard deviation of the membrane height
from a temporal average. At the simplest level of analysis, the
measured fluctuations are compared to the expected shot-
noise to diagnose binding.[12, 13] Even at this crude level, com-
plex and sub-optical features on the membrane become de-
tectable[13] and an underlying bond organization can be infer-
red.[57] The technique was used to characterize a GUV/SLB
system in which binding was mediated by RGD/integrin
bonds.[13] The integrins, present on the SLB, were either mobile
or immobilized. In the latter case, Dy-RICM revealed bond clus-
ters, invisible in RICM, which in addition could resist unbinding
forces. In the mobile integrin case, adhesion domains formed
from a dilute array of bonds, which were undetectable in
RICM, showed up in a Dy-RICM analysis. These dilute bond
clusters mature with time as well as under an external force
into dense clusters detectable with RICM. Detection and under-
standing of the dilute bond clusters is crucial for a global un-
derstanding of the unusual behaviour of this system under an
unbinding force, whereby adhesion domains are observed to
grow passively upon force application.

A further improvement being implemented is the combina-
tion of dual-wave RICM and Dy-RICM.[54, 58] This allows for a re-
fined quantification of the height measurements and thus
opens up the way to the construction of the membrane–sur-
face interaction potential.[58] Further refinement of the Dy-RICM
technique can be anticipated, where temporal information
such as adhesion domain lifetimes will be probed.

6.3. Living Cells

6.3.1. Tight Adhesion

As detailed in Section 5.6, RICM (or more often IRM) has been
used for a long time as a simple diagnostic of binding or static
adhesion. Simultaneous RICM and fluorescence have repeated-
ly established that focal adhesions, as envisaged by marking,
for example, vinculin, show up as dark patches in RICM.[59–62]

Recently, it has been shown that, contrary to expectations,
such adhesion spots grow under a detaching force.[59] In the
case of non-focal adhesion forming cells, it was shown that
dark adhesion patches represent tight adhesion to the extent
that the cells exhibiting them do not detach under flow.[63] In
studies of immune cells too, RICM/IRM has been used to quali-
tatively diagnose binding topography which is then compared
to data obtained with fluorescence labelling.[64] A few studies
have also addressed the contact between a neuronal growth
cone and substrate coated with various proteins involved in
adhesion or migration.[65]

6.3.2. Adhesion Dynamics and Spreading

As fast recording and storing of wide-field images became
technically possible, the interest in dynamical processes in cell
biology, including cell spreading, grew.[66, 67] From about 2003
onwards, RICM has been extensively used to probe the dynam-
ics of cell spreading[30, 31, 63, 68] together with theoretical model-
ling.[69, 70] Interestingly, in all these studies, the spreading of
cells has been shown to follow a power law. Often, several
stages of spreading—with different exponents for the power
law—have been seen, both for cells that are habitually non-
motile, such as fibroblasts,[68, 71] and for highly motile cells, such
as neutrophils.[30] In the case of the latter, it was shown that
cell polarization, in terms of adhesion and spreading, occurs
within seconds of activation and that the start of a directed
motion of the cell coincides with the establishment of the first
tight adhesion spot. RICM is arguably the most appropriate
tool to study cell adhesion dynamics. A lot, however, remains
to be done in terms of more quantitative analysis as well as
imaging simultaneously with fluorescence.

6.3.3. Cell Membrane Fluctuations and Other Applications

Another interesting recent application concerns the dynamics
of the cell membrane. Following procedures similar to those
described in Section 5.5, it has been shown that the cell mem-
brane undergoes fluctuations close to the substrate prior to
adhesion.[72, 73] A relatively under-explored utilization is to
follow exocytosis.[74] In another innovative application, RICM
was used to monitor simultaneously the regular patterned
markings on a flexible substrate and the focal adhesion spots
of cells adhering on it, to calculate the forces exerted by
single-focal adhesions.[40] Small features such as filopodia can
be easily visualized in RICM but this capability has not been ex-
ploited much.

6.3.4. Using Dual-Wave RICM with Cells: Towards Better
Quantification

An exciting domain of ongoing development is the application
of dual-wave RICM to reconstruct cell membrane conforma-
tions. Here, we demonstrate qualitatively the proof of the prin-
ciple on an adhering macrophage that forms a well-defined la-
mellipodium (Figure 13 A). When illuminated with green light,
the entire RICM image of the cell appears dark, whereas in
blue light, the lamellipodium appears bright. The raw intensity
along a radial line is plotted in Figure 13 B and is normalized
branch-by-branch (see Seciton 5.2.2) in Figure 13 C. From in-
spection of Figure 13 A, a naive interpretation would imply
that the lamellipodium is detached from the surface and floats
about 200 nm above the surface—such a scenario is shown in
Figure 13 D and the corresponding expected intensity profile is
traced in Figure 13 E. An alternative scenario is shown in Figur-
e 13 F (intensity profile : Figure 13 G), where the lower surface is
firmly attached to the slide but the upper surface of the lamel-
lipodium reflects light that contributes to the interference pat-
tern. Clearly, the real situation may be a mixture of these two
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extreme scenarios but we shall consider, for simplicity, only the
two simplest cases. A qualitative inspection of the experimen-
tal curve, tracing it from right to left, reveals the following se-
quence. First, the substrate is encountered, then a peak in
both blue and green intensity at the edge of the lamellipodi-
um. Next, the blue intensity drops and reaches a minimum
and begins to climb again. The green intensity also drops but
reaches its minimum after the blue. Finally, the intensity climbs
for both the wavelengths and first the blue and then the
green reach their respective maximum and begin to drop off.
A comparison with the intensity curve presented in Figure 13 E
shows that going from right to left, there is no height for
which the blue channel reaches its minimum before the green.
However, comparison with Figure 13 G shows that if the thick-

ness of the lamellipodium begins to increase from roughly
zero, the theoretical profile qualitatively accounts for the all
the features seen in the experimental curve. Thus, we conclude
that the lamellipodium is in fact firmly attached to the sub-
strate.

In the above explanation, we have demonstrated qualitative-
ly the use of dual-wave RICM to choose between two different
simple scenarios. Similar ideas can serve as the basis of quanti-
tative reconstruction of the entire shape of the lamellipodium,
but require more involved numerical calculations as well as
use of either a third wavelength or difference illumination
angles to supplement the available information.

7. Outlook

We have presented some recent developments in the techni-
que of RICM and have illustrated new applications in soft
matter and cell adhesion. The power of RICM lies in its easy im-
plementation, the absence of requirements for labelling or
staining the sample, the access to fast (10 ms) dynamic proc-
esses, and the possibility of combining it with other micro-
scopic techniques or micro-manipulations. Its drawback is
mainly in the complexity of image interpretation, especially for
quantitative analyses. This issue arises from the fact that in
RICM, optical paths (a product of geometrical length and re-
fractive index), rather than absolute distances, are measured.
We indicate below the possible directions for future develop-
ments that could overcome the above issue.

The combination of RICM with other surface microscopies
appears to be a promising avenue. For example, combination
with total internal reflection fluorescence (TIRF) microscopy
should 1) permit a cross-validation of current models for mem-
brane shape reconstruction and 2) offer a combined time-lapse
monitoring of the membrane and specific proteins on the
membrane or the cytoskeleton during dynamic cell processes.
The RICM signal can also be enhanced by using anti-reflecting
substrates offering a good reproducibility in optical properties
together with compatibility with the chemistry of glass func-
tionalization. An important challenge would be to use the
spectral variation of refractive index to determine length inde-
pendently of material optical properties.

A theoretical effort is also required to fully combine the in-
formation obtained at multiple wavelengths and automatize
the reconstruction of complex membrane conformations.
While simple algorithms may be sufficient for quasi-flat mem-
branes imaged at low INA, more powerful methods of optics
such as ray tracing may be required to analyse images of con-
voluted membranes obtained with high INA.

Finally, RICM has to demonstrate its performance on non-flat
substrates, which are increasingly used to probe the micro and
nano properties of cell functions.[75] With the recent discoveries
concerning the interaction of light with sub-optical features,
exciting perspectives arise for the development of RICM on
nanostructured substrates.

Figure 13. A) RICM of a macrophage (line J774) that is allowed to adhere to
a glass slide functionalized with the protein invasin on which is grafted a
layer of the extra-cellular matrix polymer hyaluronan, illuminated with green
(546 nm) and blue (436 nm) light. CB: cell body, Lp: lamellipodium, Bk: back-
ground. Scale bar: 2 mm. B) Intensity in green (solid line) and blue (dashed
line) channels in arbitrary units along the radial dashed line in (A). C) Blue
and green intensities normalized branch-by-branch between 0 and 1.
D, F) Two possible scenarios for the configuration of the lamellipodium. The
dotted line indicates the simplified profile that is assumed for calculations.
E, G) The corresponding expected normalized intensities (c : green; a :
blue) for the assumed height profile (g).
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